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Abstract

The thesis contains two parts. Part I comprises two chapters and concerns Majorana fermion in topological superconductors. Part II is a study of Mott-superfluid transition in hybrid circuit-QED system.

In Part I, we study the Majorana fermion and its transport in the topological superconductors. In Chapter 2, we investigate the edge states and the vortex core states in the spin-singlet (s-wave and d-wave) superconductor with Rashba and Dresselhaus (110) spin-orbit couplings. We show that there are several topological invariants in the Bogoliubov-de Gennes (BdG) Hamiltonian by symmetry analysis. The edge spectrum of the superconductors is either Dirac cone or flat band which supports the emergence of the Majorana fermion. For the Majorana flat bands, an edge index, namely the Pfaffian invariant $\mathcal{P}(k_y)$ or the winding number $\mathcal{W}(k_y)$, is needed to make them topologically stable. In Chapter 3, we use Keldysh non-equilibrium Green function method to study the two-lead tunneling in the superconducting nanowire with Rashba and Dresselhaus spin-orbit couplings. The dc and ac current responses of the nanowire are considered. Interestingly, due to the exotic property of Majorana fermion, there exists a hole transmission channel which makes the currents asymmetric at the left and right leads. We employ the bosonization and renormalization group method to study the phase diagram of the wire with Coulomb interaction and disorder and discuss the impact on the transport property.

In Part II (Chapter 4), we propose a hybrid quantum architecture for engineering a photonic Mott insulator-superfluid phase transition in a two-dimensional square lattice of a superconducting transmission line resonator coupled to a single nitrogen-vacancy center encircled by a persistent current qubit. The phase diagrams in the case of real-value and complex-value photonic hopping are obtained using the mean-field approach. Also, the quantum jump technique is employed to describe the phase diagram when the dissipative effects are considered.
Publications


Chapter 1

Introduction

The thesis contains two parts. The first part (Chapter 2 and 3) concerns Majorana fermions in two dimensional and one dimensional topological superconductors. The second part (Chapter 4) concerns Mott insulator-superfluid transition in hybrid circuit quantum electrodynamics (QED) system.

In Chapter 2, we study the topological phase in the Rashba and Dresselhaus spin-singlet superconductors. It is amazing that the various phases in our world can be understood systematically by Landau symmetry breaking theory. However, in the last several decades, it was discovered that there are even more interesting phases that are beyond Landau symmetry breaking theory [163]. One of these new phases is topological superconductor which is new state of quantum matter that is characterized by topological order such as Chern number or Pfaffian invariant [3; 4; 14; 33; 45; 66; 79; 88; 125; 131; 132; 134; 139; 146; 166]. The topologically ordered phases have a full superconducting gap in the bulk and localized states in the edge or surface. Interestingly, these localized edge states can host Majorana fermions which are neutral particles that are their own antiparticles [45; 104; 119; 125; 131]. The solid-state Majorana fermions can be used for a topological quantum computer, in which the non-Abelian exchange statistics of the Majorana fermions are used to process quantum information nonlocally, evading error-inducing local perturbations [29; 40; 79; 113]. In this Chapter, we investigate the edge states and the vortex core states in the s-wave superconductor with Rashba and Dresselhaus (110) spin-orbit couplings. Particularly, we demonstrate that there exists a semimetal phase characterized by the dispersionless Majorana flat bands in the phase diagram of the s-wave Dresselhaus superconductor which supports the emergence of Majorana fermions. We then extend our study to the spin-singlet (s-wave and d-wave) superconductor with Rashba and Dresselhaus (110) spin-orbit couplings. We show that there are several topo-
logical invariants in the Bogoliubov-de Gennes (BdG) Hamiltonian by symmetry analysis. The Pfaffian invariant $\mathcal{P}$ for the particle-hole symmetry can be used to demonstrate all the possible phase diagrams of the BdG Hamiltonian. We find that the edge spectrum is either Dirac cone or flat band which supports the emergence of the Majorana fermion. For the Majorana flat bands, an edge index, namely the Pfaffian invariant $\mathcal{P}(k_y)$ or the winding number $W(k_y)$, is needed to make them topologically stable. These edge indices can also be used in determining the location of the Majorana flat bands. The main results of this Chapter were published in our following papers:


In Chapter 3, we use Keldysh non-equilibrium Green function method to study two-lead tunneling in superconducting nanowire with Rashba and Dresselhaus spin-orbit couplings [12; 30; 32; 36; 42; 71; 86; 100; 106; 173; 175]. The tunneling spectroscopy is a key probe for detecting Majorana fermions [40; 42; 90; 122; 135; 142]. The Majorana fermions would manifest as a conductance peak at zero voltage as long as they are spatially separated from each other. Indeed, numerous experimental results have reported zero-bias conductance peak in devices inspired by the theoretical proposals [19; 23; 27; 28; 31; 40; 91; 109]. In this Chapter, we first study the zero-bias $dc$ conductance peak appearing in our two-lead setup. Interestingly, due to the exotic property of Majorana fermion, there exists a hole transmission channel which makes the currents asymmetric at the left and right leads. The $ac$ current response mediated by Majorana fermion is also studied in the thesis. To discuss the impacts of Coulomb interaction and disorder on the transport property of Majorana nanowire, we use the renormalization group method to study the phase diagram of the wire. It is found that there is a topological phase transition under the interplay of superconductivity and disorder. We find that the Majorana transport is preserved in the superconducting-dominated topological phase and destroyed in the disorder-dominated non-topological insulator phase. The main results of this Chapter are from the following paper:

- Jia-Bin You, Xiao-Qiang Shao, Qing-Jun Tong, A. H. Chan, C. H. Oh, and Vlatko Vedral, *Majorana transport in superconducting nanowire with Rashba and Dres-
In Part II (Chapter 4), we study the Mott insulator-superfluid transition in the hybrid circuit-QED system. The circuit-QED [93; 124; 138; 167] is implemented by combining microwave resonators and superconducting qubits on a microchip with unprecedented experimental control. These circuits are fabricated with optical and electron-beam lithography and can therefore access a wide range of geometries for large-scale quantum simulators [34; 55; 65; 81; 103; 114; 118; 151; 153]. Moreover, because the particles being simulated are just circuit excitations, particle number is not necessarily conserved. Unavoidable photon loss, coupled with the ease of feeding in additional photons through continuous external driving, makes such lattices open quantum systems, which can be studied in a non-equilibrium steady state [16; 123]. Due to the genuine openness of photonic systems, circuit-QED lattices offer the possibility to study the intricate interplay of collective behavior, strong correlations and non-equilibrium physics. Thus, turning circuit-QED into an architecture for quantum simulation, i.e., using a well-controlled system to mimic the intricate quantum behavior of another system is an exciting idea and now also catching on in experiments [22; 50; 65; 73; 160]. In this Chapter, we propose a hybrid quantum architecture for engineering a photonic Mott insulator-superfluid phase transition in a two-dimensional square lattice of a superconducting transmission line resonator (TLR) coupled to a single nitrogen-vacancy center encircled by a persistent current qubit. The main results of this Chapter already appeared in the following paper:


For the photonic Mott insulator-superfluid transition, each circuit excitation is spread out over the entire lattice in the superfluid phase with long-range phase coherence. But in the insulating phase, exact numbers of circuit excitations are localized at individual lattice sites, with no phase coherence across the lattice [57]. This localization-delocalization transition results from the interplay between the on-site repulsion and the nonlocal tunneling. The phase boundary in the case of real-value and complex-value photon hoppings can be obtained using the mean-field approach. Also, the quantum jump technique is employed to describe the phase diagram when the dissipative effects are considered [16; 123]. The unique feature of our architecture is the good tunability of effective on-site repulsion and photon-hopping rate [38; 94], and the local statistical property of TLRs which can
be analyzed readily using present microwave techniques [43; 74; 92; 141; 144; 149]. Our work gives new perspectives in quantum simulation of condensed-matter and many-body physics using a hybrid circuit-QED system. The experimental challenges are realizable using current technologies.
Part I

Majorana fermion in topological superconductor
Chapter 2

Topological quantum phase transition in spin-singlet superconductor

2.1 Introduction

Topological phase of condensed matter systems refers to a quantum many-body state with nontrivial topology in the momentum or coordinate space [3; 8; 45; 46; 58; 66; 76; 77; 83; 119; 125; 129; 131; 134; 147; 148; 158]. Recent newly discovered topological superconductor (TSC) has spawned considerable interests since this kind of topological phase supports the emergence of Majorana fermion (MF) [45; 104; 119; 125; 131] which is a promising candidate for the fault-tolerant topological quantum computation [80]. There are several proposals for hosting MFs in TSC, for example, chiral $p$-wave superconductor [125], Cu-doped topological insulator Bi$_2$Se$_3$ [66], superconducting proximity devices [3; 4; 45; 79; 88; 134] and noncentrosymmetric superconductor such as CePt$_3$Si and Li$_2$Pd$_x$Pt$_{3-x}$B [14; 33; 131; 132; 139; 146; 166]. The signatures of MFs have also been reported in the transport measurement of superconducting InSb nanowire [28; 109], Cu$_x$Bi$_2$Se$_3$ [7; 127] and topological insulator Josephson junction [164].

There are two kinds of gapless edge states in the topological superconductor. One is a Dirac cone, the other is a flat band, namely, dispersionless zero-energy state [14; 33; 88; 132; 139; 166; 170]. The Dirac cone can be found in the fully gapped topological superconductors when the Chern number of the occupied energy bands is nonzero. However, the flat band can appear in the gapless topological superconductors which, apart from
the particle-hole symmetry, have some extra symmetries in the Hamiltonian. Such flat bands are known to occur at the zigzag and bearded edge in graphene \cite{110}, in the noncentrosymmetric superconductor \cite{14; 132; 139} and in other systems with topologically stable Dirac points \cite{159}.

In Sec. 2.2, we give a model for the spin-singlet superconductor with Rashba and Dresselhaus (110) spin-orbit (SO) couplings. In Sec. 2.3, we briefly discuss the topological number and the edge spectrum of the s-wave Rashba superconductor. In Sec. 2.4, we focus on the topological phase and the Majorana fermion at the edge and in the vortex core of the s-wave Dresselhaus superconductor. Interestingly, we find that there is a novel semimetal phase in the Dresselhaus superconductor, where the energy gap closes and different kinds of flat band emerge. We demonstrate that these flat bands support the emergence of MFs analytically and numerically. It is known that the Chern number is not a well-defined topological invariant in the gapless energy-band structure, however, we find that the topologically different semimetal phases can still be distinguished by the Pfaffian invariant of the particle-hole symmetric Hamiltonian.

In Sec. 2.5, we generalize our study to the spin-singlet superconductor with the Rashba and Dresselhaus (110) spin-orbit couplings. We focus on the Hamiltonian with spin-orbit coupling of Dresselhaus (110) type which is a gapless topological system containing two kinds of edge states mentioned above. For the topological numbers of the Hamiltonian of the spin-singlet superconductor, the Bogoliubov-de Gennes (BdG) Hamiltonian of the superconductor is particle-hole symmetric so that we can associate a Pfaffian invariant $\mathcal{P}$ with it as a topological invariant of the system. In particular, the Pfaffian invariant $\mathcal{P}$ can be used in distinguishing the topologically nontrivial phase from the trivial one and we find all the possible phase diagrams of the BdG Hamiltonian in Sec. 2.5.3. The nontrivial topological phase in this BdG Hamiltonian is Majorana type which can be exploited for implementing the fault-tolerant topological quantum computing schemes \cite{79; 113}. Furthermore, we find that the BdG Hamiltonian can have partial particle-hole symmetry and chiral symmetry which can be used to define the one dimensional Pfaffian invariant $\mathcal{P}(k_y)$ and the winding number $\mathcal{W}(k_y)$. Interestingly, we find that the Pfaffian invariant $\mathcal{P}(k_y)$ or the winding number $\mathcal{W}(k_y)$ can be used as an topological index in determining the location of the zero-energy Majorana flat bands.

The main results of this chapter were published in the following two papers:

2.2 Theoretical model for the spin-singlet topological superconductor

We begin with modeling Hamiltonian of a two dimensional spin-singlet superconductor on a square lattice, the hopping term is

$$H_{\text{kin}} = -t \sum_{i,s} \sum_{\nu=x,y} (c_{i+\nu,s}^\dagger c_{i,s} + c_{i-\nu,s}^\dagger c_{i,s}) - \mu \sum_{i,s} c_{i,s}^\dagger c_{i,s}, \quad (2.1)$$

where $c_{i,s}^\dagger$ ($c_{i,s}$) is the creation (annihilation) operator of the electron with spin $s = (\uparrow, \downarrow)$ at site $i = (i_x, i_y)$, $\hat{x}$ ($\hat{y}$) is the unit vector in the $x$ ($y$) direction, $t$ is the hopping amplitude and $\mu$ is the chemical potential. For the spin-singlet superconductor, we study the $s$-wave and $d$-wave pairings in this thesis. The $s$-wave superconducting term in the square lattice is

$$H_s = \sum_i [\Delta_{s1} c_{i,\uparrow}^\dagger c_{i,\downarrow}^\dagger + \Delta_{s2} c_{i,\downarrow}^\dagger c_{i,\uparrow}^\dagger + \text{H.c.}] \quad (2.2)$$

Similarly, the $d$-wave superconducting term is

$$H_d = \sum_i \left[ \frac{\Delta_d}{2} (c_{i,\uparrow}^\dagger c_{i,\downarrow}^\dagger + c_{i,\downarrow}^\dagger c_{i,\uparrow}^\dagger - c_{i,\uparrow}^\dagger c_{i,\downarrow}^\dagger + c_{i,\downarrow}^\dagger c_{i,\uparrow}^\dagger) + \frac{i\Delta_d}{4} (c_{i,\uparrow}^\dagger c_{i,\uparrow} - c_{i,\downarrow}^\dagger c_{i,\downarrow} - c_{i,\downarrow}^\dagger c_{i,\uparrow} + c_{i,\uparrow}^\dagger c_{i,\downarrow}) \right] + \text{H.c.}. \quad (2.3)$$

We assume that all the superconducting gaps $\Delta_{s1}$, $\Delta_{s2}$, $\Delta_{d1}$ and $\Delta_{d2}$ are uniform in the whole superconductor. The spin-orbit couplings can arise from structure inversion asymmetry of a confinement potential (e.g., external electric field) or bulk inversion asymmetry of an underlying crystal (e.g., the zinc blende structure) [165]. These two kinds of asymmetries lead to the well-known Rashba and Dresselhaus spin-orbit couplings. The Rashba spin-orbit coupling in the square lattice is of the form

$$H_R = -\frac{\alpha}{2} \sum_i [(c_{i,\hat{x}}^\dagger c_{i,\uparrow} - c_{i,\hat{x}}^\dagger c_{i,\downarrow}) + i(c_{i,\hat{y}}^\dagger c_{i,\uparrow} - c_{i,\hat{y}}^\dagger c_{i,\downarrow}) + \text{H.c.}], \quad (2.4)$$
where $\alpha$ is the coupling strength of the Rashba spin-orbit coupling. The Dresselhaus (110) spin-orbit coupling is formulated as

$$H_{D}^{(110)} = -\frac{i\beta}{2} \sum_{sss'} (\tau_z)_{ss'} (c^\dagger_{i-\hat{x}s} c_{is'} - c^\dagger_{i+\hat{x}s} c_{is'}),$$

(2.5)

where $\beta$ is the coupling strength for the Dresselhaus (110) spin-orbit coupling. (110) is the common-used Miller index. We also apply an arbitrary magnetic field to the superconductor. Neglecting the orbital effect of the magnetic field $B$, we consider the Zeeman effect as

$$H_Z = \sum_{sss'} (\mathbf{V} \cdot \tau)_{ss'} c^\dagger_{is} c_{is'},$$

(2.6)

where $\mathbf{V} = \frac{g\mu_B}{2} (B_x, B_y, B_z) \equiv (V_x, V_y, V_z)$ and $\tau = (\tau_x, \tau_y, \tau_z)$ are Pauli matrices operating on spin space. Here $\mu_B$ is the Bohr magneton and $g$ is the Landé $g$-factor. Therefore, the spin-singlet superconductor with the Rashba and Dresselhaus (110) spin-orbit couplings in an arbitrary magnetic field is dictated by the Hamiltonian $H = H_{\text{kin}} + H_s + H_{R} + \hat{H}_{D}^{(110)} + H_Z$. In the momentum space, the Hamiltonian is recast into $H = \frac{1}{2} \sum_{k} \psi_k^\dagger \mathcal{H}(k) \psi_k$ with $\psi_k^\dagger = (c_{k\uparrow}^\dagger, c_{k\downarrow}^\dagger, c_{-k\uparrow}, c_{-k\downarrow})$ where $c_{ks}^\dagger = (1/\sqrt{N}) \sum_l e^{ikl} c_{kl}^\dagger$, $k = (k_x, k_y)$, $l = (l_x, l_y)$ and $N$ is the number of unit cells in the lattice. After some calculations, the Bogoliubov-de Gennes Hamiltonian for the superconductor is

$$\mathcal{H}(k) = \begin{bmatrix} \xi(k) + (\mathcal{L}(k) + \mathbf{V}) \cdot \tau & i\Delta(k) \tau_y \\ -i\Delta^*(k) \tau_y & -\xi(k) + (\mathcal{L}(k) - \mathbf{V}) \cdot \tau^* \end{bmatrix},$$

(2.7)

where $\xi(k) = -2t(\cos k_x + \cos k_y) - \mu$, $\Delta(k) = (\Delta_{s1} + i\Delta_{s2}) + [\Delta_{d1}(\cos k_y - \cos k_z) + i\Delta_{d2} \sin k_x \sin k_y]$ and $\mathcal{L}(k) = (\alpha \sin k_y, -\alpha \sin k_x, \beta \sin k_z)$.

### 2.3 $s$-wave Rashba superconductor

As a prototype, we first consider the $s$-wave superconductor with Rashba spin-orbit coupling in a perpendicular magnetic field. The imaginary part of the $s$-wave pairing $\Delta_{s2}$ does not have significant effect on the edge spectrum, thus here we set $\Delta_{s2} = 0$. The Hamiltonian is $H = H_{\text{kin}} + H_s + H_R + H_Z$, where $\mathbf{V} = (0, 0, V_z)$. In the momentum space,
the Bogoliubov-de Gennes Hamiltonian is given by

\[ \mathcal{H}(\mathbf{k}) = \xi(\mathbf{k}) \sigma_z + \alpha \sin k_y \tau_x - \alpha \sin k_x \sigma_z \tau_y + V_z \sigma_z \tau_z - \Delta_{s\downarrow} \sigma_y \tau_y, \]

where \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) are the Pauli matrices operating on the particle-hole space.

We can use the Chern number to characterize the nontrivial topology of the Rashba superconductor. The Chern number defined for the fully gapped Hamiltonian is

\[ C = \frac{1}{2\pi} \int_{T^2} dk_x dk_y \mathcal{F}(\mathbf{k}), \]

where \( \mathcal{F}(\mathbf{k}) = \partial_{k_x} A_y(\mathbf{k}) - \partial_{k_y} A_x(\mathbf{k}) \) is the strength of the gauge field \( A_j(\mathbf{k}) = i \sum_{n=\text{occ.}} \langle \psi_n(\mathbf{k}) | \partial_{k_j} \psi_n(\mathbf{k}) \rangle (j=x,y) \) and \( \psi_n(\mathbf{k}) \) are the eigenstates of the Hamiltonian. The integral is carried out in the first Brillouin zone \( T^2 \) and the summation is carried out for the occupied states. We say the topological quantum phase transition does not happen if the Chern number remains unchanged. Since the topological quantum phase transition happens when the energy gap closes, the phase diagram of Rashba superconductor can be obtained by studying the gap-closing condition of the BdG Hamiltonian Eq. (2.8). We diagonalize the BdG Hamiltonian and find that the energy spectra are

\[ E(\mathbf{k}) = \pm \sqrt{\xi^2(\mathbf{k}) + \mathcal{L}^2(\mathbf{k}) + V_z^2 + \Delta_{s\downarrow}^2} \pm 2 \sqrt{\xi^2(\mathbf{k}) \mathcal{L}^2(\mathbf{k}) + V_z^2 (\xi^2(\mathbf{k}) + \Delta_{s\downarrow}^2)}, \]

where \( \mathcal{L}^2(\mathbf{k}) = \alpha^2 (\sin^2 k_x + \sin^2 k_y) \). Therefore, we can find that the energy gap closes at

\[ \xi^2(\mathbf{k}) + \mathcal{L}^2(\mathbf{k}) + V_z^2 + \Delta_{s\downarrow}^2 = 2 \sqrt{\xi^2(\mathbf{k}) \mathcal{L}^2(\mathbf{k}) + V_z^2 (\xi^2(\mathbf{k}) + \Delta_{s\downarrow}^2)}. \]

After some straightforward calculations, we find that the gap closes at \((k_x, k_y) = (0, 0), (0, \pi), (\pi, 0), (\pi, \pi)\) when \((\mu \pm 4t)^2 + \Delta_{s\downarrow}^2 = V_z^2\) or \(\mu^2 + \Delta_{s\downarrow}^2 = V_z^2\). The phase diagram is depicted in Fig. 2.1(a) and the Chern number is attached to each region of the phase diagram.

To study the edge spectra of the topological superconductor, we can diagonalize the general Hamiltonian \( H = H_{\text{kin}} + H_s + H_d + H_R + H_D^{110} + H_Z \) in the boundary conditions of \( x \)-direction to be open and \( y \) to be periodic. By the partial Fourier transform \( c_{l_x,k_y,s}^\dagger = (1/\sqrt{N_y}) \sum_{l_y} e^{ik_y l_y} c_{l_x,l_y,s}^\dagger \), we can write the Hamiltonian in the basis of \( \psi_{k_y}^\dagger = (c_{1,k_y\uparrow}^\dagger, c_{1,-k_y\uparrow}^\dagger, c_{1,k_y\downarrow}^\dagger, c_{1,-k_y\downarrow}^\dagger, \cdots, c_{N_x,k_y\uparrow}^\dagger, c_{N_x,-k_y\uparrow}^\dagger, c_{N_x,k_y\downarrow}^\dagger, c_{N_x,-k_y\downarrow}^\dagger) \) where \( N_x(y) \) is the number of unit cells in the \( x(y) \)-direction and \( k_y \) is the momentum in the \( y \)-direction.
Figure 2.1: The phase diagrams of the s-wave (a) Rashba and (b) Dresselhaus superconductor. The parameters are $t = 1$ and $\Delta s_1 = 1$. In (b), $V^2 = V_x^2 + V_y^2$. The Chern number in different regions is indicated in (a). The number of gap-closing points at $k_x = 0$ and $k_x = \pi$ in different regions of the phase diagram are also shown as a pair $(\nu_1, \nu_2)$ in (b).

The Hamiltonian in this cylindrical symmetry is $H = \frac{1}{2} \sum_{k_y} \psi^\dagger_{k_y} H(k_y) \psi_{k_y}$, where

$$H(k_y) = \begin{bmatrix} A & B \\ B^\dagger & A \end{bmatrix}.$$  \hfill (2.12)

Here

$$A = \begin{bmatrix} -2t \cos k_y - \mu + V_x & \Delta s_1 + i \Delta d_2 + \Delta d_1 \cos k_y \\ \Delta s_1 - i \Delta d_2 + \Delta d_1 \cos k_y & 2t \cos k_y + \mu + V_x \\ V_x + iV_y + \alpha \sin k_y & 0 \\ 0 & -V_x - iV_y + \alpha \sin k_y \\ -\Delta s_1 + i\Delta d_2 - \Delta d_1 \cos k_y & \Delta s_1 + i\Delta d_2 + \Delta d_1 \cos k_y \end{bmatrix}.$$ \hfill (2.13)

and

$$B = \begin{bmatrix} -t - i\beta/2 & -\Delta d_1 + \Delta d_2 \sin k_y)/2 \\ -(\Delta d_1 + \Delta d_2 \sin k_y)/2 & t + i\beta/2 \\ -\alpha/2 & 0 \\ 0 & -\alpha/2 \\ -\alpha/2 & (\Delta d_1 + \Delta d_2 \sin k_y)/2 \\ (\Delta d_1 + \Delta d_2 \sin k_y)/2 & -(t - i\beta/2) \end{bmatrix}.$$ \hfill (2.14)

For the Rashba superconductor Eq. (2.8), we diagonalize the Hamiltonian Eq. (2.12) by setting $\beta = 0$, $\Delta d_1 = \Delta d_2 = 0$ and $V_x = V_y = 0$, and obtain the edge spectra of the Hamiltonian as shown in Fig. 2.2. It is easy to check that the number of Dirac cones in the edge Brillouin zone is consistent with the Chern number in the corresponding regions of the phase diagram in Fig. 2.1(a).
Figure 2.2: (a) and (b) are the edge spectra of the s-wave Rashba superconductor. The open edges are at $i_x = 0$ and $i_x = 50$, $k_y$ denotes the momentum in the $y$-direction and $k_y \in (-\pi, \pi]$. The parameters are $t = 1$, $\alpha = 1$, $\Delta_{s_1} = 1$ and (a) $\mu = -4, V_z^2 = 5$, (b) $\mu = 0, V_z^2 = 9$.

2.4 s-wave Dresselhaus superconductor

We would like to explore the topological properties in gapless system. An interesting example is the s-wave superconductor with Dresselhaus (110) spin-orbit coupling in an in-plane magnetic field. This in-plane magnetic field will close the bulk gap and lead to the gapless system. The Hamiltonian of Dresselhaus superconductor is dictated by $H = H_{\text{kin}} + H_s + H^{110}_D + H_Z$, where $V = (V_x, V_y, 0)$ in the Zeeman term $H_Z$ in Eq. (2.6). In the momentum space, the corresponding BdG Hamiltonian is

$$\mathcal{H}(\mathbf{k}) = \xi(\mathbf{k})\sigma_z + \beta \sin k_x \tau_z + V_x \sigma_z \tau_x + V_y \tau_y - \Delta_{s_1} \sigma_y \tau_y. \quad (2.15)$$

Here we shall show that the phase diagram of the Dresselhaus superconductor has a gapless region that makes the Chern number ill-defined and new topological invariants are needed to characterize the topological property of the Dresselhaus superconductor. For that purposes, we diagonalize the BdG Hamiltonian Eq. (2.15) in the periodic boundary conditions of $x$ and $y$ directions and get the energy spectra

$$E(\mathbf{k}) = \pm \sqrt{\xi^2(\mathbf{k}) + \mathcal{L}^2(\mathbf{k}) + V^2 + \Delta_{s_1}^2} \pm 2\sqrt{\xi^2(\mathbf{k})\mathcal{L}^2(\mathbf{k}) + V^2(\xi^2(\mathbf{k}) + \Delta_{s_1}^2)}, \quad (2.16)$$

where $V = \sqrt{V_x^2 + V_y^2}$ and $\mathcal{L}(\mathbf{k}) = \beta \sin k_x$. Similarly, the following gap-closing conditions: $\xi^2(\mathbf{k}) + \Delta_{s_1}^2 = V^2$, $\mathcal{L}(\mathbf{k}) = 0$ can be obtained. Explicitly, the gap is vanished when $k_x = 0$, $(\mu + 2t + 2t \cos k_y)^2 + \Delta_{s_1}^2 = V^2$ or $k_x = \pi$, $(\mu - 2t + 2t \cos k_y)^2 + \Delta_{s_1}^2 = V^2$. Finally,
the gap closes at \( \{ k_x = 0, \cos k_y = \pm \frac{\sqrt{V_2 - \Delta^2_s - \mu}}{2} \} \) or \( \{ k_x = \pi, \cos k_y = \pm \frac{\sqrt{V_2 - \Delta^2_s - \mu}}{2} + 1 \} \) subjected to \( |\cos k_y| \leq 1 \). Therefore, the gap closes in the regions from A to G as shown in Fig. 2.1(b). The number of gap-closing points at \( k_x = 0 \) and \( k_x = \pi \) are also shown as a pair \((\nu_1, \nu_2)\). Later we shall derive a relation between the number of gap-closing points in the first Brillouin zone and the topological invariant of the Hamiltonian. Interestingly, different from the phase diagram of the Rashba superconductor in Fig. 2.1(a), where the gap closes in some boundary lines and each gapped region between them has a distinct Chern number, the phase diagram of the Dresselhaus superconductor has a gapless region from A to G as shown in Fig. 2.1(b), which means that the system is in a semimetal phase in the whole region. Inside the gapless region, the Chern number is not well-defined. However, several other topological invariants which are obtained from symmetry analysis of the Hamiltonian can still be used to characterize the topologically different semimetal phases in the gapless region. For the Hamiltonian Eq. (2.15), we enumerate several symmetries as follows: (i) particle-hole symmetry, \( \Xi^{-1}H(k)\Xi = -H(-k) \); (ii) partial particle-hole symmetry, \( \Xi^{-1}H(k_x, k_y)\Xi = -H(-k_x, k_y) \) and (iii) chiral symmetry, \( \Sigma^{-1}H(k)\Sigma = -H(k) \), where \( \Xi = \sigma_x K \), \( \Sigma = i\sigma_y \tau_x \) and \( K \) is the complex conjugation operator. The Pfaffian invariant [51] for the particle-hole symmetric Hamiltonian can be defined as

\[
P = \text{sgn} \left\{ \frac{\text{Pf}[H(K_1)\sigma_x]\text{Pf}[H(K_4)\sigma_x]}{\text{Pf}[H(K_2)\sigma_x]\text{Pf}[H(K_3)\sigma_x]} \right\}, \tag{2.17}
\]

where \( K_1 = (0, 0) \), \( K_2 = (\pi, 0) \), \( K_3 = (0, \pi) \) and \( K_4 = (\pi, \pi) \) are the four particle-hole symmetric momenta in the first Brillouin zone of the square lattice. The Pfaffian for a skew-symmetric matrix \( \mathbf{A} \) is defined as \( \text{Pf}(\mathbf{A})^2 = \text{Det}(\mathbf{A}) \). Similarly, the Pfaffian invariant [147] for the partial particle-hole symmetric system is

\[
P(k_y) = \text{sgn} \left\{ \frac{\text{Pf}[H(\pi, k_y)\sigma_x]}{\text{Pf}[H(0, k_y)\sigma_x]} \right\}. \tag{2.18}
\]

For the chiral symmetry, if we take the basis where \( \Sigma \) is diagonal, \( \Sigma = \text{diag}(i, i, -i, -i) \), then the Hamiltonian in this chiral basis becomes off-diagonal, \( \mathcal{H}(k) = \begin{bmatrix} 0 & q(k) \\ q^\dagger(k) & 0 \end{bmatrix} \). Using this \( q(k) \), we can define the winding number [132] as

\[
\mathcal{W}(k_y) = \frac{i}{2\pi} \int_{-\pi}^{\pi} dk_x \text{tr}[g^{-1}(k)\partial_{k_x} q(k)]. \tag{2.19}
\]
The Pfaffian invariant $\mathcal{P}$ can be used for identifying topologically different semimetal phases of the Hamiltonian Eq. (2.15). It is easy to check that $\mathcal{P}_A = \mathcal{P}_B = \mathcal{P}_C = \mathcal{P}_D = -1$ and $\mathcal{P}_E = \mathcal{P}_F = \mathcal{P}_G = 1$ in the phase diagram of the Dresselhaus superconductor as shown in Fig. 2.1(b). Therefore, the semimetal phases in the region of A, B, C, D and the region of E, F, G are topologically inequivalent. As for the other two topological invariants $\mathcal{P}(k_y)$ and $W(k_y)$, below we shall show that they can be used to determine the range of edge states in the edge Brillouin zone.

To demonstrate the novel properties in the semimetal phase of the Dresselhaus superconductor, we study the Majorana Fermions at the edge and in the vortex core of it. We first study the Majorana flat bands at the edge of the Dresselhaus superconductor. By diagonalizing the Hamiltonian Eq. (2.12) with the parameters $\alpha = 0$, $\Delta_{d_1} = \Delta_{d_2} = 0$ and $V_z = 0$, we get the edge spectra of the Dresselhaus superconductor. Interestingly, although the gap closes in the semimetal phase from region A to G as shown in Fig. 2.1(b), there exist Majorana flat bands at the edge of the system. The Majorana flat bands in the two topologically different semimetal phases in the region A and E are depicted in Fig. 2.3(a) and 2.3(b) respectively. Second, we would like to study the number and range of the Majorana flat bands in these two different semimetal phases. By the Pfaffian invariant Eq. (2.18) or winding number Eq. (2.19), the range where the Majorana flat bands exist in the edge Brillouin zone can be exactly obtained as shown in Fig. 2.3(c) and 2.3(d). The number of Majorana flat bands is half of the number of gap-closing points in the first Brillouin zone. From the Hamiltonian in the chiral basis, we can see that the gap closes when $\text{Det} q(k) = 0$. In the complex plane of $z(k) = \text{Det} q(k)/|\text{Det} q(k)|$, a winding number can be assigned to each gap-closing point $k_0$ as

$$W(k_0) = \frac{1}{2\pi i} \oint_\gamma \frac{dz(k)}{z(k) - z(k_0)},$$

(2.20)

where $\gamma$ is a contour enclosing the gap-closing point. Due to the particle-hole symmetry, $W(k_0) = -W(-k_0)$; therefore, the gap-closing points with opposite winding number are equal in number. The function $z(k)$ in the region A and E are shown in Fig. 2.3(e) and 2.3(f). As long as the projection of opposite winding number gap-closing points does not completely overlap in the edge Brillouin zone, there will be Majorana flat bands connecting them [161]. Therefore, the number of Majorana flat bands is $\nu = (\nu_1 + \nu_2)/2$ and it is easy to check that the Pfaffian invariant $\mathcal{P}$ in Eq. (2.17) is the parity of $\nu$, $\mathcal{P} = (-1)^\nu$. The corresponding densities of states of these two different semimetal phases are shown in Fig. 2.3(g) and 2.3(h). We find that there is a peak at zero energy which
is clearly visible in the tunneling conductance measurements. Therefore, the Majorana flat bands have clear experimental signature in the tunneling conductance measurements and should be experimentally observable. As for the robustness of the Majorana flat bands against disorder or impurity, we can discuss it from the topological point of view. As long as the disorder or impurity does not break the symmetries of Hamiltonian Eq. (2.15), these Majorana flat bands will be protected by the three topological invariants mentioned above.

The existence of the edge states implies the nontrivial momentum space topology in the Dresselhaus superconductor so that the Majorana fermions emerge at the edge of the system. In the following, we explicitly calculate the zero-energy Majorana flat bands at the edge of the Dresselhaus superconductor in the cylindrical symmetry. Let $x$-direction to be open and $y$ to be periodic, then by setting $k_x \rightarrow -i \partial_x$, we solve the Schrödinger equation of the Hamiltonian Eq. (2.15) in the real space, $H(k_x \rightarrow -i \partial_x, k_y) \Psi = 0$, where $\Psi = (u_\uparrow, u_\downarrow, v_\uparrow, v_\downarrow)^T$. Due to the particle-hole symmetry in the Dresselhaus superconductor, we have $u_\uparrow = v_\downarrow^*$ and $u_\downarrow = v_\uparrow^*$ at zero energy. Thus, we only need to consider the upper block of the Hamiltonian Eq. (2.15). For simplicity, we consider the low energy theory at $k_x = 0$, up to the first order, we have

\begin{align}
(\varepsilon(k_y) - i\beta \partial_x)u_\uparrow + (V_x - iV_y)u_\downarrow + \Delta_s u_\downarrow^* &= 0, \\
(\varepsilon(k_y) + i\beta \partial_x)u_\downarrow + (V_x + iV_y)u_\uparrow - \Delta_s u_\uparrow^* &= 0,
\end{align}

(2.21)

where $\varepsilon(k_y) = -2t(1 + \cos k_y) - \mu$. Observing that $u_\uparrow = \pm i u_\downarrow^*$ in Eq. (2.21), we obtain when $u_\uparrow = i u_\downarrow^*$, the solution is $u_\uparrow(x) = c_1 u_1^\uparrow(x) + c_2 u_2^\uparrow(x)$, where $c_1$ and $c_2$ are real numbers and

\begin{align}
u_1^\uparrow(x) &= A_1 e^{\lambda_1 x} + A_2 e^{\lambda_2 x}, \\
u_2^\uparrow(x) &= iB_1 e^{\lambda_1 x} + iB_2 e^{\lambda_2 x}.
\end{align}

(2.22)

Here

\begin{align}
\lambda_1 &= -\Delta_s - \sqrt{V^2 - \varepsilon^2(k_y)} / \beta, \\
\lambda_2 &= -\Delta_s + \sqrt{V^2 - \varepsilon^2(k_y)} / \beta.
\end{align}

(2.23)
Figure 2.3: (a) and (b) are the edge spectra of the s-wave superconductor with Dresselhaus SO interaction. The open edges are at $i_x = 0$ and $i_x = 50$, $k_y$ denotes the momentum in the $y$ direction and $k_y \in (-\pi, \pi]$. The parameters are $t = 1$, $\beta = 1$, $\Delta_{s1} = 1$ and (a) $\mu = -4$, $V^2 = 5$, (b) $\mu = 0$, $V^2 = 9$, which correspond to region A and E in Fig. 2.1(b) respectively. (c) and (d) are the Pfaffian invariant Eq. (2.18) and winding number Eq. (2.19) for (a) and (b). (e) and (f) are the function $z(k)$ for (a) and (b). The winding number of gap-closing point enclosed by the red solid circle is 1 and by the blue dashed circle is $-1$ respectively. (g) and (h) are the densities of states for (a) and (b) respectively.
and

\[
A_1 = \frac{1}{2} \left[ 1 - \frac{V_x - i(V_y + \epsilon)}{\sqrt{V^2 - \epsilon^2}} \right], A_2 = \frac{1}{2} \left[ 1 + \frac{V_x - i(V_y + \epsilon)}{\sqrt{V^2 - \epsilon^2}} \right],
\]

\[
B_1 = \frac{1}{2} \left[ 1 + \frac{V_x - i(V_y - \epsilon)}{\sqrt{V^2 - \epsilon^2}} \right], B_2 = \frac{1}{2} \left[ 1 - \frac{V_x - i(V_y - \epsilon)}{\sqrt{V^2 - \epsilon^2}} \right].
\]

(2.24)

When \(u_\uparrow = -iu_\downarrow^*\), the solution is similar to the case of \(u_\uparrow = iu_\downarrow^*\). We consider the Dresselhaus superconductor in the positive \(x\) plane with the edge located at \(x = 0\). Let us assume \(\Delta_{s_1} > 0\) for simplicity, then from the solutions to Eq. (2.21), the critical point for existing a normalizable wavefunction under this boundary condition is determined by

\[
V^2 - \epsilon(k_y)^2 = \Delta_{s_1}^2,
\]

which is consistent with the gap-closing condition \((\mu + 2t + 2t \cos k_y)^2 + \Delta_{s_1}^2 = V^2\) at \(k_x = 0\). By the same reason, the condition for normalizable wavefunctions is consistent with the gap-closing condition \((\mu - 2t + 2t \cos k_y)^2 + \Delta_{s_1}^2 = V^2\) if we consider the low energy theory at \(k_x = \pi\). Therefore, the Majorana flat band is \((u_\uparrow, iu_\downarrow^*, u_\downarrow^*, -iu_\uparrow)^T\), where \(u_\uparrow\) is the solution to Eq. (2.21).

To further study the Majorana fermions in the Dresselhaus superconductor, we consider the zero energy vortex core states by solving the BdG equation for the superconducting order parameter of a single vortex \(\Delta(r, \theta) = \Delta e^{i\theta}\). To do this, the \(s\)-wave superconducting term in the Hamiltonian Eq. (2.2) is modified to be position-dependent,

\[
H_s = \sum_i (\Delta e^{i\theta} c_{i\uparrow}^\dagger c_{i\downarrow} + \text{H.c.}).
\]

(2.25)

We numerically solve the Schrödinger equation \(H \Psi = E \Psi\) for the Hamiltonian in Eq. (2.15) in real space, where \(\Psi = (u_\uparrow, u_\downarrow, v_\uparrow, v_\downarrow)^T\). At zero energy we have \(u_\uparrow = v_\downarrow^*\) and \(u_\downarrow = v_\uparrow^*\) as the particle-hole symmetry in the Dresselhaus superconductor, then the Bogoliubov quasiparticle operator,

\[
\gamma^\dagger(E) = \sum_i (u_{i\uparrow} c_{i\uparrow}^\dagger + u_{i\downarrow} c_{i\downarrow}^\dagger + v_{i\uparrow} c_{i\downarrow} + v_{i\downarrow} c_{i\uparrow})
\]

(2.26)

becomes Majorana operator \(\gamma^\dagger(0) = \gamma(0)\). Below we only consider the zero energy vortex core states for discussing the MFs in the vortex core. Setting the \(x\) and \(y\) directions to be open boundary, we then solve the BdG equations numerically and calculate the density profile of quasiparticle for the zero energy vortex core states. The density of quasiparticle at site \(i\) is defined as \(u_{i\uparrow}^* u_{i\uparrow} + u_{i\downarrow}^* u_{i\downarrow}\). Previously, we have shown in Fig. 2.3 that there is a novel semimetal phase in the Dresselhaus superconductor where the zero-energy flat
bands host MFs. Here we shall ascertain if there exist zero energy vortex core states hosting MFs in this semimetal phase. The density profiles of quasiparticle of the zero energy vortex core states are shown in Fig. 2.4(a) and 2.4(b), which correspond to the region A and E in the phase diagram of Fig. 2.1(b) respectively. The numerical results of the energy for the zero energy vortex core states are $E = 2.54 \times 10^{-3}$ for Fig. 2.4(a) and $E = 6.68 \times 10^{-3}$ for Fig. 2.4(b) respectively. It is clear to see from Fig. 2.4 that there are zero-energy states in the vortex core. Therefore, the Majorana fermions exist in the vortex core of the $s$-wave Dresselhaus superconductor.

### 2.5 Topological properties of the spin-singlet superconductor

#### 2.5.1 symmetries of the BdG Hamiltonian

For the general BdG Hamiltonian of the spin-singlet superconductor Eq. (2.7), it satisfies the particle-hole symmetry

$$\Xi^{-1}\mathcal{H}(k)\Xi = -\mathcal{H}(-k),$$

(2.27)

where $\Xi = \Lambda K$, $\Lambda = \sigma_x \otimes \tau_0$ and $K$ is the complex conjugation operator. We find that apart from the particle-hole symmetry, the BdG Hamiltonian can satisfy some extra
symmetries, namely, partial particle-hole symmetry, chiral symmetry and partial chiral symmetry when some parameters in the Hamiltonian Eq. (2.7) are vanishing. The particle-hole-\( k_x \) and particle-hole-\( k_y \) symmetries are defined as

\[
\Xi_{k_x}^{-1} \mathcal{H}(k_x, k_y) \Xi_{k_x} = -\mathcal{H}(-k_x, k_y)
\]

and

\[
\Xi_{k_y}^{-1} \mathcal{H}(k_x, k_y) \Xi_{k_y} = -\mathcal{H}(k_x, -k_y),
\]

where \( \Xi_{k_x} \) (\( \Xi_{k_y} \)) takes the \( k_x \) (\( k_y \)) in the Hamiltonian to \( -k_x \) (\( -k_y \)). The chiral symmetry is given by

\[
\Sigma^{-1} \mathcal{H}(k) \Sigma = -\mathcal{H}(k).
\]

The chiral-\( k_x \) and chiral-\( k_y \) symmetries are defined as

\[
\Sigma_{k_x}^{-1} \mathcal{H}(k_x, k_y) \Sigma_{k_x} = -\mathcal{H}(-k_x, k_y)
\]

and

\[
\Sigma_{k_y}^{-1} \mathcal{H}(k_x, k_y) \Sigma_{k_y} = -\mathcal{H}(k_x, -k_y),
\]

where \( \Sigma_{k_x} \) (\( \Sigma_{k_y} \)) takes the \( k_x \) (\( k_y \)) in the Hamiltonian to \( -k_x \) (\( -k_y \)).

We are interested in the BdG Hamiltonian which has one or more extra symmetries. In the following, we would like to consider these kinds of the BdG Hamiltonian as listed in Tab. 2.1. The spin-singlet superconductor with Rashba spin-orbit coupling has been investigated in Ref. [131]. Here we only consider the general \( d_{x^2-y^2} + id_{xy} + s \) pairing in case (a) for the spin-singlet Rashba superconductor. We shall focus on the topological properties of the superconductor with Dresselhaus (110) spin-orbit coupling as shown in case (b)-(g) of Tab. 2.1.

### 2.5.2 Topological Invariants of the BdG Hamiltonian

For the fully gapped Hamiltonian, we can always define the Chern number as a topological invariant of the Hamiltonian as shown in Eq. (2.9). If the Hamiltonian has some
Table 2.1: The BdG Hamiltonian with extra symmetries, namely, the particle-hole symmetry and the particle-hole-$k_x$ symmetry, $\Sigma = \Xi_{k_x} = \sigma_x K$, the chiral symmetry and the chiral-$k_y$ symmetry, $\Sigma = \Sigma_{k_y} = i\sigma_y \tau_x$, and the particle-hole symmetric momenta in the first Brillouin zone of the square lattice. Here we shall show extra symmetries, more topological invariants can be introduced into the system.

We first consider the particle-hole symmetry Eq. (2.27) which can be reduced to $\Delta \mathcal{H}(k)\Lambda = -\mathcal{H}^*(-k)\Lambda$. We find that under this symmetry $\mathcal{H}(K)\Lambda$ is an antisymmetric matrix with $(\mathcal{H}(K)\Lambda)^T = -\mathcal{H}(K)\Lambda$, where $K$ is the particle-hole symmetric momenta satisfying $K = -K + G$ and $G$ is the reciprocal lattice vector of the square lattice. With this property, we can define the Pfaffian invariant for the particle-hole symmetric Hamiltonian as [51]

$$\mathcal{P} = \text{sgn} \left\{ \text{Pf}[\mathcal{H}(K_1)\Lambda] \text{Pf}[\mathcal{H}(K_4)\Lambda] \right\}, \quad (2.33)$$

where $K_1 = (0, 0), K_2 = (\pi, 0), K_3 = (0, \pi)$ and $K_4 = (\pi, \pi)$ are the four particle-hole symmetric momenta in the first Brillouin zone of the square lattice. Here we shall show that the Pfaffian invariant $\mathcal{P}$ is the parity of the Chern number $c$, $\mathcal{P} = (-1)^c$. For the $2n \times 2n$ antisymmetric matrix $\mathcal{H}(K)\Lambda$, we have $\text{Pf}[\mathcal{H}(K)\Lambda]^* = (-1)^n \text{Pf}[\mathcal{H}(K)\Lambda]$. Therefore, $(i^n \text{Pf}[\mathcal{H}(K)\Lambda])^* = i^n \text{Pf}[\mathcal{H}(K)\Lambda]$ is real and we can associate a quantity $S[\mathcal{H}(K)] = \text{sgn}\{i^n \text{Pf}[\mathcal{H}(K)\Lambda]\}$ with any particle-hole symmetric Hamiltonian. Suppose $\mathcal{H}(K)$ is diagonalized by the transformation $\mathcal{H}(K) = U(K)D(K)U^\dagger(K)$, where $D(K)$ is a diagonal matrix of eigenvalues $\text{diag}\{E_n(K), \ldots, E_1(K), -E_1(K), \ldots, -E_n(K)\}$ and the columns of the unitary matrix $U(K)$ are the eigenvectors of $\mathcal{H}(K)$. The eigenvectors for the positive eigenvalues in $U(K)$ are chosen to be related to the eigenvectors for negative eigenvalues by the particle-hole symmetry [131]. With this convention, we find that $U^\dagger\Lambda = \Gamma U^T$. 

<table>
<thead>
<tr>
<th>case</th>
<th>spin-orbit coupling</th>
<th>magnetic field</th>
<th>pairing symmetry</th>
<th>Hamiltonian symmetry</th>
<th>topological invariant</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>$\alpha$</td>
<td>$V_x$</td>
<td>$\Delta_{\alpha}, \Delta_{d_1}, \Delta_{d_2}$</td>
<td>$\Xi, \Sigma_{k_x}$</td>
<td>$\mathcal{P}, W$</td>
</tr>
<tr>
<td>(b)</td>
<td></td>
<td>$V_x, V_y$</td>
<td>$\Delta_{\alpha}, \Delta_{d_1}, \Delta_{d_2}$</td>
<td>$\Xi, \Sigma_{k_x}, \Sigma_{k_y}$</td>
<td>$\mathcal{P}, \mathcal{P}(K_x), W, W(k_y)$</td>
</tr>
<tr>
<td>(c)</td>
<td></td>
<td></td>
<td>$\Delta_{\alpha}, \Delta_{d_1}, \Delta_{d_2}$</td>
<td>$\Xi, \Sigma_{k_x}$</td>
<td>$\mathcal{P}(k_y)$</td>
</tr>
<tr>
<td>(d)</td>
<td></td>
<td></td>
<td>$\Delta_{d_1}, \Delta_{d_2}$</td>
<td>$\Xi, \Sigma_{k_y}$</td>
<td>$\mathcal{P}(k_x), W, W(k_y)$</td>
</tr>
<tr>
<td>(e)</td>
<td></td>
<td></td>
<td>$\Delta_{d_1}, \Delta_{d_2}$</td>
<td>$\Xi, \Sigma_{k_y}$</td>
<td>$\mathcal{P}$, $W$</td>
</tr>
<tr>
<td>(f)</td>
<td></td>
<td></td>
<td>$\Delta_{d_1}, \Delta_{d_2}$</td>
<td>$\Xi, \Sigma_{k_y}$</td>
<td>$\mathcal{P}(k_x), W(k_y)$</td>
</tr>
<tr>
<td>(g)</td>
<td></td>
<td></td>
<td>$\Delta_{\alpha}, \Delta_{d_1}, \Delta_{d_2}$</td>
<td>$\Xi, \Sigma_{k_x}$</td>
<td>$\mathcal{P}, W$</td>
</tr>
</tbody>
</table>
where $\Gamma = \sigma_x \tau_z$. Therefore, $S[\mathcal{H}(\mathbf{K})]$ can be further reduced to

$$
S[\mathcal{H}(\mathbf{K})] = \text{sgn}\{i^n \text{Pf}[\mathcal{H}(\mathbf{K}) \Lambda]\},
$$

$$
= \text{sgn}\{i^n \text{Pf}[U(\mathbf{K})D(\mathbf{K}) U^\dagger(\mathbf{K}) \Lambda]\},
$$

$$
= \text{sgn}\{i^n \text{Pf}[U(\mathbf{K})D(\mathbf{K}) \Gamma U^T(\mathbf{K})]\},
$$

$$
= \text{sgn}\{i^n \text{Det} U(\mathbf{K}) \text{Pf}[D(\mathbf{K}) \Gamma]\}. 
$$

(2.34)

Since $\text{Pf}[D(\mathbf{K}) \Gamma] = \prod_{n>0} E_n(\mathbf{K}) > 0$ and $|\text{Det} U(\mathbf{K})| = 1$, we arrive at

$$
S[\mathcal{H}(\mathbf{K})] = i^n \text{Det} U(\mathbf{K}).
$$

(2.35)

Note that $\mathbf{A}(\mathbf{k}) = i \sum_n \langle \psi_n(\mathbf{k}) | \nabla \psi_n(\mathbf{k}) \rangle$ is a total derivative [131], $\mathbf{A}(\mathbf{k}) = i \nabla \ln[\text{Det} U(\mathbf{k})]$. Therefore, consider a pair of particle-hole symmetric momenta $\mathbf{K}_1$ and $\mathbf{K}_2$, we find that

$$
\frac{\text{Det} U(\mathbf{K}_2)}{\text{Det} U(\mathbf{K}_1)} = e^{-i S_{1,2}},
$$

(2.36)

where $S_{1,2} = \int_{\mathbf{K}_1}^{\mathbf{K}_2} \mathbf{A}(\mathbf{k}) \cdot d\mathbf{k}$ and the line integral runs from $\mathbf{K}_1$ to $\mathbf{K}_2$. Since $\mathbf{A}^+(\mathbf{k}) = i \sum_{n>0} \langle \psi_n(\mathbf{k}) | \nabla \psi_n(\mathbf{k}) \rangle = \mathbf{A}^-(\mathbf{k})$, we find that $S_{1,2} = \int_{\gamma_1} \mathbf{A}^-(\mathbf{k}) \cdot d\mathbf{k}$, where $\gamma_1$ is the line from $(-\pi, 0)$ to $(\pi, 0)$. Similarly,

$$
\frac{\text{Det} U(\mathbf{K}_4)}{\text{Det} U(\mathbf{K}_3)} = e^{-i S_{3,4}},
$$

(2.37)

where $S_{3,4} = \int_{\gamma_2} \mathbf{A}^-(\mathbf{k}) \cdot d\mathbf{k}$ and $\gamma_2$ is the line from $(-\pi, \pi)$ to $(\pi, \pi)$. Therefore,

$$
\frac{\text{Det} U(\mathbf{K}_1) \text{Det} U(\mathbf{K}_4)}{\text{Det} U(\mathbf{K}_2) \text{Det} U(\mathbf{K}_3)} = e^{i S_\gamma},
$$

(2.38)

where $S_\gamma = \oint_{\gamma} \mathbf{A}^-(\mathbf{k}) \cdot d\mathbf{k}$ and $\gamma$ is the directed line surrounding the upper half Brillouin zone (UHBZ) in the anticlockwise direction. Since $\mathcal{F}^-(\mathbf{k}) = \partial_{k_x} A_y^-(\mathbf{k}) - \partial_{k_y} A_x^-(\mathbf{k}) = $
$\mathcal{F}^-(\mathbf{k})$, we have

$$S_\gamma = \int_{\gamma} \mathbf{A}^- (\mathbf{k}) \cdot d\mathbf{k},$$

$$= \int_{U_{H\mathbf{BZ}}} d^2 \mathbf{k} \mathcal{F}^- (\mathbf{k}),$$

$$= \frac{1}{2} \int_{F\mathbf{BZ}} d^2 \mathbf{k} \mathcal{F}^- (\mathbf{k}),$$

$$= \pi \mathcal{C}.$$ 

Finally, we obtain that

$$\mathcal{P} = \text{sgn} \left\{ \text{Pf} [\mathcal{H}(\mathbf{K}_1)\Lambda] \text{Pf} [\mathcal{H}(\mathbf{K}_4)\Lambda] \right\},$$

$$= \frac{\text{Det} U(\mathbf{K}_1) \text{Det} U(\mathbf{K}_4)}{\text{Det} U(\mathbf{K}_2) \text{Det} U(\mathbf{K}_3)},$$

$$= (-1)^{\mathcal{C}}.$$ 

Therefore, the Pfaffian invariant $\mathcal{P}$ is the parity of the Chern number.

Similarly, if the Hamiltonian has partial particle-hole symmetry, for example, the particle-hole-$k_x$ symmetry Eq. (2.28), then we can treat $k_y$ as a parameter and define the Pfaffian invariant $\mathcal{P}(k_y)$ to identify the location of the edge states in the edge Brillouin zone [147; 166],

$$\mathcal{P}(k_y) = \text{sgn} \left\{ \frac{\text{Pf} [\mathcal{H}(\pi,k_y)\Lambda]}{\text{Pf} [\mathcal{H}(0,k_y)\Lambda]} \right\},$$

where $k_x = 0$ and $k_x = \pi$ are the two particle-hole symmetric momenta in the edge Brillouin zone. Similar to the Eq. (2.40), we can get an expression of $\mathcal{P}(k_y)$ in terms of the line integral of the vector potential $A^-_x (\mathbf{k})$ as

$$\mathcal{P}(k_y) = (-1)^{\frac{1}{2}} \int_{-\pi}^{\pi} dk_x A^-_x (\mathbf{k}).$$

If the Hamiltonian has chiral symmetry Eq. (2.30), then the winding number can be introduced as a topological invariant of the system. Here the chiral symmetry $\Sigma = i\sigma_y \tau_x$ can be diagonalized as $\Sigma = TDT^\dagger$ with $TT^\dagger = 1$ and $D = \text{diag} \{ i, i, -i, -i \}$. The Hamiltonian $\mathcal{H}(\mathbf{k})$ is then simultaneously off-diagonalized as $\mathcal{H}(\mathbf{k}) = TQ(\mathbf{k})T^\dagger$, where
\( Q(k) \) is of the form \[
\begin{bmatrix}
0 & q(k) \\
q^\dagger(k) & 0
\end{bmatrix}.
\]
We can thus define the winding number as
\[
\mathcal{W}(k_y) = -\frac{1}{4\pi} \int_{-\pi}^{\pi} dk_x \text{tr}[\Sigma \mathcal{H}^{-1}(k) \partial_{k_x} \mathcal{H}(k)],
\]
\[
= -\frac{1}{4\pi} \int_{-\pi}^{\pi} dk_x \text{tr}[DQ^{-1}(k) \partial_{k_x} Q(k)],
\]
\[
= \frac{i}{4\pi} \int_{-\pi}^{\pi} dk_x \text{tr}[q^{-1}(k) \partial_{k_x} q(k) - q^\dagger^{-1}(k) \partial_{k_x} q^\dagger(k)],
\]
\[
= -\frac{1}{2\pi} \text{Im} \int_{-\pi}^{\pi} dk_x \text{tr}[q^{-1}(k) \partial_{k_x} q(k)].
\]
(2.43)

Here we show that \( \int_{-\pi}^{\pi} dk_x \text{tr}[q^{-1}(k) \partial_{k_x} q(k)] \) is pure imaginary. It is easy to see that \( \text{tr}[q^{-1} \partial_{k_x} q]^* = -\text{tr}[q^\dagger \partial_{k_x} q^\dagger] \). From the eigen equation of \( Q(k) \), we find that \( q q^\dagger \Psi = \Psi \Pi \), where \( \Pi = \text{diag}\{E_1, E_2\} \) and the unitary matrix \( \Psi = (|\psi_1\rangle, |\psi_2\rangle) \). Therefore, \( q^\dagger = q^{-1} \Psi \Pi^{-1} \) and we obtain \( \text{tr}[q^\dagger \partial_{k_x} q^\dagger] = \text{tr}[q^{-1} \partial_{k_x} q] + \text{tr}[\Pi \partial_{k_x} \Pi^{-1}] \); accordingly,
\[
\int_{-\pi}^{\pi} dk_x \text{tr}[q^{-1} \partial_{k_x} q]^* = -\int_{-\pi}^{\pi} dk_x \text{tr}[q^{-1} \partial_{k_x} q] - \int_{-\pi}^{\pi} dk_x \text{tr}[\Pi \partial_{k_x} \Pi^{-1}].
\]
(2.44)

Due to the periodic boundary condition, we have \( E_n(k_x = -\pi, k_y) = E_n(k_x = \pi, k_y) \) so that
\[
\int_{-\pi}^{\pi} dk_x \text{tr}[\Pi \partial_{k_x} \Pi^{-1}] = -2 \sum_{n=1}^{2} \int_{-\pi}^{\pi} dk_x \partial_{k_x} \ln E_n(k) = 0.
\]
(2.45)

Thus \( \int_{-\pi}^{\pi} dk_x \text{tr}[q^{-1} \partial_{k_x} q] = -\int_{-\pi}^{\pi} dk_x \text{tr}[q^{-1} \partial_{k_x} q] \) is pure imaginary. Finally, the winding number for the chiral symmetry Eq. (2.30) is obtained,
\[
\mathcal{W}(k_y) = -\frac{1}{2\pi i} \int_{-\pi}^{\pi} dk_x \text{tr}[q^{-1}(k) \partial_{k_x} q(k)].
\]
(2.46)

When the Hamiltonian has partial particle-hole symmetry and chiral symmetry simultaneously, we can find a relation between the Pfaffian invariant \( \mathcal{P}(k_y) \) and the winding number \( \mathcal{W}(k_y) \). According to the Ref. [131], \( \frac{1}{\pi} \int_{-\pi}^{\pi} A_x^-(k) = \frac{1}{2\pi i} \int_{-\pi}^{\pi} \text{tr}[q(k)^{-1} \partial_{k_x} q(k)] + 2N \), where \( N \) is an integer. Substituting this relation into Eq. (2.42), we get that \( \mathcal{P}(k_y) = (-1)^{\mathcal{W}(k_y)} \). Therefore, the Pfaffian invariant \( \mathcal{P}(k_y) \) is the parity of the winding number \( \mathcal{W}(k_y) \).
If the Hamiltonian has partial chiral symmetry, for example, the chiral-$k_y$ symmetry Eq. (2.32), then we can only define the winding number $W(k_y)$ at $k_y = 0$ and $k_y = \pi$. Consequently, we can associate a topological invariant $W$ with the chiral-$k_y$ symmetry as [131]

$$W = (-1)^{W(0) - W(\pi)}.$$ (2.47)

The topological invariant $W$ is also the parity of the Chern number, $W = (-1)^c$. Therefore, the Pfaffian invariant $P$ for the particle-hole symmetry is equivalent to the topological invariant $W$ for the partial chiral symmetry.

### 2.5.3 phase diagrams of the BdG Hamiltonian

In contrast to the even number of Majorana bound states in the trivial topological phase, the number of Majorana bound states is odd in the nontrivial topological phase. The Pfaffian invariant $P$ is in fact the parity of the number of Majorana bound states. Therefore, we can use the Pfaffian invariant $P$ to investigate the topological quantum phase transitions in the BdG Hamiltonian Eq. (2.7). The phase diagrams are shown in Fig. 2.5. We now focus on the red region where the Pfaffian invariant $P = -1$ which means that the system has an odd number of Majorana bound states at the edge and is thus in the nontrivial topological phase. The explicit expression of the Pfaffian invariant Eq. (2.33) for the general case of the BdG Hamiltonian is

$$P = \text{sgn} \left\{ \frac{[(\mu + 4t)^2 + (\Delta_{s_1}^2 + \Delta_{s_2}^2) - V^2] [(\mu - 4t)^2 + (\Delta_{s_1}^2 + \Delta_{s_2}^2) - V^2]}{[\mu^2 + (\Delta_{s_1} + 2\Delta_{d_1})^2 + \Delta_{s_2}^2 - V^2] [\mu^2 + (\Delta_{s_1} - 2\Delta_{d_1})^2 + \Delta_{s_2}^2 - V^2]} \right\}. \quad (2.48)$$

Therefore, the phase diagram is divided by the following four parabolas in the plane of $V^2 \sim \mu$:

1. $V^2 = (\mu + 4t)^2 + (\Delta_{s_1}^2 + \Delta_{s_2}^2)$;
2. $V^2 = (\mu - 4t)^2 + (\Delta_{s_1}^2 + \Delta_{s_2}^2)$;
3. $V^2 = \mu^2 + (\Delta_{s_1} + 2\Delta_{d_1})^2 + \Delta_{s_2}^2$;
4. $V^2 = \mu^2 + (\Delta_{s_1} - 2\Delta_{d_1})^2 + \Delta_{s_2}^2$.

where $V^2 = V_x^2 + V_y^2 + V_z^2$. Notice that the Pfaffian invariant $P$ has nothing to do with the spin-orbit couplings. Thus the topological phases can exist even without the spin-orbit couplings. However, the spin-orbit couplings can open a gap to render the Majorana
fermion located at the edge of the system; otherwise the Majorana fermion will spread into the bulk. Now we turn to discuss all the possible phase diagrams in the BdG Hamiltonian. When $\Delta_{s_1}\Delta_{d_1} = 0$, the phase diagram is only divided by the parabolas (i) and (ii) and is shown in Fig. 2.5(a). When $\Delta_{s_1}\Delta_{d_1} \neq 0$, there are three topologically different cases in the phase diagrams as follows. Let us first define the intersection point of the parabolas (i) and (ii) as $O$, then the phase diagram where the parabolas (iii) and (iv) are both below $O$ is shown in Fig. 2.5(b); the phase diagram where the parabolas (iii) and (iv) are on either side of $O$ is shown in Fig. 2.5(c); the phase diagram where the parabolas (iii) and (iv) are both above $O$ is shown in Fig. 2.5(d). Furthermore, if we assume $\Delta_{s_1}\Delta_{d_1} > 0$, then the phase diagram is as Fig. 2.5(b) when $\Delta_{d_1}^2 - \Delta_{s_1}\Delta_{d_1} < \Delta_{s_1}^2 + \Delta_{s_1}\Delta_{d_1} < 4\Delta_{d_1}^2$; the phase diagram is as Fig. 2.5(c) when $\Delta_{d_1}^2 - \Delta_{s_1}\Delta_{d_1} < 4\Delta_{d_1}^2 < \Delta_{s_1}^2 + \Delta_{s_1}\Delta_{d_1}$; the phase diagram is as Fig. 2.5(d) when $4\Delta_{d_1}^2 < \Delta_{s_1}^2 - \Delta_{s_1}\Delta_{d_1} < \Delta_{d_1}^2 + \Delta_{s_1}\Delta_{d_1}$. Therefore, we have exhibited all the possible phase diagrams in the BdG Hamiltonian Eq. (2.7). For the pure $s$-wave and $d$-wave superconductors, the phase diagrams are topologically equivalent to Fig. 2.5(a); for the superconductors with mixed $s$-wave and $d$-wave pairing symmetries, the phase diagrams are topologically equivalent to Fig. 2.5(b), Fig. 2.5(c) and Fig. 2.5(d) depending on the hopping amplitude $t$.

### 2.5.4 Majorana bound states at the edge of the BdG Hamiltonian

In this section, we demonstrate the Majorana bound states at the edge of the spin-singlet superconductor in the different cases as listed in Tab. 2.1. By setting the boundary conditions of $x$ direction to be open and $y$ direction to be periodic, we diagonalize the
Hamiltonian Eq. (2.7) in this cylindrical symmetry and get the edge spectra of the Hamiltonian. Generally, the solution is \( \Psi = (\Psi_1, \cdots, \Psi_{N_x})^T \), where \( N_x \) is the number of unit cells in the \( x \) direction and \( \Psi_i = (u_{i\uparrow}, u_{i\downarrow}, v_{i\uparrow}, v_{i\downarrow}) \) is the wave function at cell \( i \). In particular, at zero energy we have \( u_{\uparrow} = v_{\uparrow}^* \) and \( u_{\downarrow} = v_{\downarrow}^* \) due to the particle-hole symmetry in the superconductor, then the Bogoliubov quasiparticle operator, \( \gamma^\dagger(E) = \sum_{j=(i_x,k_y)} (u_{j\uparrow} c^\dagger_j + u_{j\downarrow} c^\dagger_j + v_{j\uparrow} c_{j\uparrow} + v_{j\downarrow} c_{j\downarrow}) \), becomes Majorana operator \( \gamma^\dagger(0) = \gamma(0) \). Therefore, once the zero-energy states exists in the edge spectrum, the Majorana fermion will emerge at the edge of the system.

We first discuss the pure \( s \)-wave and \( d \)-wave superconductors in case (b)-(e) of Tab. 2.1. Note that the appearance of imaginary part of the superconducting gap function, \( \Delta_{s2} \) and \( \Delta_{d2} \), will lower the symmetry of the BdG Hamiltonian Eq. (2.7) by breaking the chiral symmetry or partial particle-hole symmetry. The four topological indices, \( P \), \( W \), \( P(k_y) \) and \( W(k_y) \), play different roles in characterizing the topological properties of the system. On one hand, \( P \) or \( W \) can be interpreted as a bulk index to indicate whether or not a region in the phase diagram is topological; on the other hand, \( P(k_y) \) or \( W(k_y) \) serves as an edge index to indicate that if there exists topological phase at each \( k_y \) in the edge Brillouin zone. More specifically, when \( P(k_y) = -1 \) or \( W(k_y) \) is odd, the Hamiltonian is topologically nontrivial and the Majorana bound states will emerge at some range of \( k_y \). Therefore, these continuous zero-energy Majorana bound states in the edge Brillouin zone will form a stable Majorana flat band when the edge index exists. Note that the winding number \( W(k_y) \) can be changed by some even number in the same phase. However, its parity, the Pfaffian invariant \( P(k_y) \) is unchanged in the same phase since \( P(k_y) = (-1)^W(k_y) \). The phase diagrams of case (b)-(e) are topologically equivalent and shown in Fig. 2.5(a). From Tab. 2.1, we find that there exists edge index, \( P(k_y) \) or \( W(k_y) \), in all cases except case (e). Therefore, the edge spectra of pure \( s \)-wave and \( d_{x^2-y^2} \)-wave superconductors are Majorana flat bands and exhibited in Fig. 2.6(a) and 2.6(c) which correspond to case (c) and (d) respectively. From the edge spectra, we observe that there are odd number of Majorana flat bands in the nontrivial topological phase. The edge indices, \( P(k_y) \) and/or \( W(k_y) \), are also depicted in Fig. 2.6(b) and 2.6(d). We find that there is only one edge index survived in case (c) due to the breaking of chiral symmetry. Comparing the edge spectra with the edge indices in Fig. 2.6(a)-2.6(d), we can see that the location of the Majorana flat bands is consistent with the Pfaffian invariant \( P(k_y) \) and/or the winding number \( W(k_y) \). In addition, due to the lack of edge index in the \( d_{x^2-y^2} + id_{xy} \)-wave superconductor, the Majorana flat band disappears and becomes Dirac cone as shown in Fig. (2.7).
Figure 2.6: The edge spectra and topological invariants of the spin-singlet superconductor with Dresselhaus (110) spin-orbit coupling. The open edges are at $i_x = 0$ and $i_x = 50$, $k_y$ denotes the momentum in the $y$ direction and $k_y \in (-\pi, \pi]$. (a) is the edge spectrum of $s$-wave superconductor. The parameters are $t = 1$, $\beta = 1$, $\Delta_{s1} = 1$, $\Delta_{s2} = 1$, $\mu = 0$, $V^2 = 9$ and correspond to a point in region II of Fig. 2.5(a). (c) is the edge spectrum of $d_{x^2-y^2}$-wave superconductor. The parameters are $t = 1$, $\beta = 1$, $\Delta_{d1} = 1$, $\Delta_{d2} = 0$, $\mu = -4$, $V^2 = 9$ and correspond to a point in region I of Fig. 2.5(a). (e) and (g) are the edge spectra of $d_{x^2-y^2} + s$-wave superconductor. The parameters are $\beta = 1$, $\Delta_{s1} = 1$, $\Delta_{d1} = 2$ and (e) $t = 2$, $\mu = 0$, $V^2 = 16$, (g) $t = 1$, $\mu = -4.5$, $V^2 = 25$ which correspond to region I of Fig. 2.5(b) and region IV of Fig. 2.5(c) respectively. (b), (d), (f) and (h) are the Pfaffian invariant $P(k_y)$ and/or winding number $W(k_y)$ for the corresponding cases.

Figure 2.7: (a) and (b) are the edge spectra of the $d_{x^2-y^2} + id_{xy}$-wave superconductor with Dresselhaus (110) spin-orbit coupling in case (e). The parameters are $t = 1$, $\beta = 1$, $\Delta_{d1} = 1$, $\Delta_{d2} = 1$ and (a) $\mu = -4$, $V^2 = 9$, (b) $\mu = 0$, $V^2 = 9$, which correspond to regions I and II in Fig. 2.5(a).
We now turn to discuss the superconductors with mixed $s$-wave and $d$-wave pairing symmetries as listed in case (a), (f) and (g) of Tab. 2.1. For each case, there are three different kinds of phase diagrams depending on the hopping amplitude $t$ as demonstrated in Fig. 2.5(b)-2.5(d). The edge spectra for the mixed pairing superconductors are similar to their pure pairing counterparts. Notice that the Majorana flat bands will emerge only in $d_{x^2-y^2} + s$-wave superconductor in case (f) because in the other two cases there is no edge index to make the Majorana flat bands stable. The edge spectra for the $d_{x^2-y^2} + s$-wave superconductor with Dresselhaus (110) spin-orbit coupling are shown in Fig. 2.6(e) and 2.6(g) which correspond to region I in Fig. 2.5(b) and region IV in Fig. 2.5(c) respectively. The edge indices associated with them are also depicted in Fig. 2.6(f) and 2.6(h) (for fully details of this case, please see Appendix A). Note that the winding number $W(k_y)$ in some range of $k_y$ can be 2, however, it is topologically trivial because its parity, namely the Pfaffian invariant $P(k_y)$ is 1. For the $d_{x^2-y^2} + id_{xy} + s$-wave superconductor with Rashba/Dresselhaus (110) spin-orbit coupling in case (a) and (g), without the protection of edge indices, the edge spectra become Dirac cones and have no qualitative differences to the $d_{x^2-y^2} + id_{xy}$-wave superconductor. We have put the details into Appendix A.

Comparing the edge spectra with the edge indices in Fig. 2.6, we find that the location of Majorana flat bands can be determined by the edge indices. This result holds true for the switched boundary condition, namely, periodic boundary in the $x$ direction and open in the $y$ direction. From the symmetries of Hamiltonian exhibited in Tab. 2.1, only for the Hamiltonian with chiral symmetry Eq. (2.30) can we define edge index $W(k_x)$ in the switched boundary condition,

$$W(k_x) = -\frac{1}{4\pi} \int_{-\pi}^{\pi} dk_y \text{tr}[\Sigma H^{-1}(k) \partial_{k_y} H(k)],$$

$$= -\frac{1}{2\pi i} \int_{-\pi}^{\pi} dk_y \text{tr}[q^{-1}(k) \partial_{k_y} q(k)].$$

(2.50)

Therefore, we will consider cases (b), (d) and (f) in the switched boundary condition. It is worth noting that $W(k_x)$ is always zero in these three cases. Thus we obtain an interesting result that the Majorana flat bands only exist along the $y$ direction. This is due to the space asymmetry of Dresselhaus (110) spin-orbit coupling Eq. (2.5). Here we directly give the edge spectra and edge index in the switched boundary condition as shown in Fig. 2.8. The parameters chosen in Fig. 2.8 are the same as the one in Fig. 2.6 except that Fig. 2.8(a) is the same as Fig. 2.3(a). We can see that $W(k_x) = 0$ in
Figure 2.8: The edge spectra and edge index in the switched boundary condition. The open edges are at $i_y = 0$ and $i_y = 100$, $k_x$ denotes the momentum in the x direction and $k_x \in (-\pi, \pi]$. (a) is the edge spectrum of the s-wave superconductor. The parameters are $t = 1$, $\beta = 1$, $\Delta_{s1} = 1$, $\Delta_{s2} = 0$, $\mu = -4$, $V^2 = 5$ and correspond to a point in region I of Fig. 2.5(a). (b) is the edge spectrum of the $d_{x^2-y^2}$-wave superconductor. The parameters are $t = 1$, $\beta = 1$, $\Delta_{d1} = 1$, $\Delta_{d2} = 0$, $\mu = -4$, $V^2 = 9$ and correspond to a point in region I of Fig. 2.5(a). (c) is the edge spectrum of the $d_{x^2-y^2} + s$-wave superconductor. The parameters are $t = 1$, $\beta = 1$, $\Delta_{s1} = 1$, $\Delta_{d1} = 2$, $\mu = -4.5$, $V^2 = 25$ and correspond to a point in region IV of Fig. 2.5(c). (d) is the edge index $W(k_x) = 0$ for all the cases.

the whole edge Brillouin zone and there is no Majorana flat band along the x direction. However, the parameters chosen are in the topological nontrivial phase and we indeed find the Majorana flat bands along the y direction as shown in Fig. 2.6.

Notice that the Majorana flat band does not always situate at the edge of the system. At a fixed $k_y$, the bigger the gap of bulk state is, the more localized the Majorana bound state is. Let us take the edge spectra of the $d_{x^2-y^2}$-wave superconductor with the Dresselhaus (110) spin-orbit coupling in Fig. 2.6(c) as an example. The probability distribution of the quasiparticle at $k_y = 0, 1, 1.3$ are shown in Fig. 2.9. From Fig. 2.6(c), we see that the gap of the bulk state decreases as $k_y$ increases from 0 to 1.3. At the same time, the probability distribution of the quasiparticle becomes more and more delocalized and finally extends into the bulk. Therefore, only the big-gap Majorana bound states in the flat bands are well-defined Majorana particles.
Figure 2.9: The probability distributions of the Majorana fermion in the $d_{x^2-y^2}$-wave superconductor with Dresselhaus (110) spin-orbit coupling in the edge Brillouin zone of $k_y = 0, 1, 1.3$. $i_x$ is the lattice site. $|\psi_{i_x}|^2$ is the probability of quasiparticle at site $i_x$. 
Chapter 3

Majorana transport in superconducting nanowire with Rashba and Dresselhaus spin-orbit couplings

3.1 Introduction

An intensive search is ongoing in experimental realization of topological superconductor for topological quantum computing [3; 51; 90; 125; 130; 131; 134; 166; 169; 170]. The basic idea is to embed qubit in a nonlocal, intrinsically decoherence-free way. The prototype is a spinless $p$-wave superconductor [70; 79; 80]. Edge excitations in such a state are Majorana fermions (MFs) which obey non-Abelian statistics and can be manipulated by braiding operations. The nonlocal MFs are robust against local perturbations and have been proposed for topological quantum information processing [4; 24].

A hybrid semiconducting-superconducting nanostructure has become a mainstream experimental setup recently for realizing topological superconductor and Majorana fermion [3; 45; 99; 119; 134]. The signature of MFs characterized by a zero-bias conductance peak (ZBP) has been reported in the tunneling experiments of the InSb nanowire [23; 27; 31; 40; 91; 109]. Motivated by this, we propose a two-lead setup for studying the tunneling transport of MFs as shown in Fig. 3.1. A spin-orbit coupled InSb nanowire is deposited on an $s$-wave superconductor. Due to the superconducting proximity effect, the wire is effectively equivalent to the spinless $p$-wave superconductor and hosts
MFs at the ends. The nanowire is then coupled to two normal metal leads so as to measure the currents. For our study, we apply the Keldysh non-equilibrium Green function (NEGF) method to obtain the current response of the tunneling Hamiltonian. Curiously in the two-lead case, we observe that the currents at left and right leads are asymmetric as shown in Fig. 3.2. This is due to the exotic commutation relation of MFs, $\{\gamma_i, \gamma_j\} = 2\delta_{i,j}$. From another standpoint, the zero-energy fermion $b_0$ combined by the end-Majorana modes ($\gamma_{L,R}$) is so highly nonlocal, $b_0 = (\gamma_L + i\gamma_R)/2$, as to make the Majorana transport deviate from the ordinary transport mediated by electron. Different from the ordinary one, there is a hole transmission channel in Eq. (3.28) in Majorana transport. This makes the left and right currents asymmetric. The current asymmetry may be used as a criterion to further confirm the existence of Majorana fermion in our two-lead setup. We also give the ac current response in the thesis and find that the current is enhanced in step with the increase of level broadening and the decrease of temperature, and finally saturates at high voltage. We use the bosonization and renormalization group (RG) methods to consider the transport property of the Majorana nanowire with short-range Coulomb interaction and disorder. We observe that there is a topological quantum phase transition under the interplay of superconductivity and disorder. It is found that the Majorana transport is preserved in the superconducting-dominated topological phase and destroyed in the disorder-dominated non-topological insulator phase. The phase diagram and the condition in which the Majorana transport exists are given.

The main results of this chapter were published in the following paper:

- Jia-Bin You, Xiao-Qiang Shao, Qing-Jun Tong, A. H. Chan, C. H. Oh, and Vlatko

### 3.2 Model

The model is depicted in Fig. 3.1. Two normal metal leads are connected to the superconducting wire through ohmic contacts at the two ends. When the chemical potential of superconducting wire lies within the energy gap, two MFs will appear at the two ends of the wire respectively. The topological superconducting wire is made of a spin-orbit coupled semiconductor (InSb wire) deposited on an $s$-wave superconducting substrate. Via the superconducting proximity effect [45], the Cooper pair will tunnel into the semiconductor and generate the $s$-wave superconductivity in the semiconducting wire.

The one dimensional spin-orbit coupled $s$-wave superconducting nanowire can be modeled as $H_{nw} = H_0 + H_\Delta$ [37; 145], where

$$H_0 = \int dk \Psi_k^\dagger [\xi_k + (\alpha \tau_y + \beta \tau_x)k + V_z \tau_z] \Psi_k,$$

$$H_\Delta = \Delta \int dk (a_{k \uparrow} a_{-k \downarrow} + \text{H.c.}).$$

(3.1)

Here $\xi_k = k^2/2m - \mu$ where $k$ is the momentum and $\mu$ is the chemical potential, $\tau_x$ and $\tau_y$ are spin Pauli matrices, $\alpha$ and $\beta$ are the Rashba and Dresselhaus spin-orbit strengths, $\Delta$ is the $s$-wave gap function and $\Psi_k = (a_{k \uparrow}, a_{k \downarrow})^T$ where $a_{k \uparrow}$ ($a_{k \downarrow}$) is the annihilation operator for spin up (down) electron. We also exert a perpendicular magnetic field $V_z$ on the wire and consider the Zeeman effect.

In the Nambu basis $\Phi_k^\dagger = (\Psi_k^\dagger, \Psi_{-k})$, the Hamiltonian Eq. (3.1) can be recast into $H = \frac{1}{2} \int dk \Phi_k^\dagger \mathcal{H}(k) \Phi_k$, where

$$\mathcal{H}(k) = \xi_k \tau_z + \alpha k \tau_x \sigma_y + \beta k \sigma_x + \Delta \tau_y \sigma_y + V_z \tau_z \sigma_z.$$  

(3.2)

Here $\sigma_x$, $\sigma_y$ and $\sigma_z$ are the Pauli matrices in the particle-hole space. It is known that the BdG Hamiltonian Eq. (3.2) satisfies the particle-hole symmetry, $\Xi^{-1} \mathcal{H}(k) \Xi = -\mathcal{H}(-k)$, where $\Xi = \tau_z K$ and $K$ is the complex conjugation operator [169; 170]. The topological
property of this BdG Hamiltonian can be examined by the Pfaffian invariant \[79\],

\[
P = \text{sgn} \{\text{Pf}[\mathcal{H}(k = 0)\tau_z]\} = \text{sgn}(\mu^2 + \Delta^2 - V_z^2). \tag{3.3}
\]

Therefore, a topological quantum phase transition occurs when \(\mu^2 + \Delta^2 = V_z^2\). For \(\mu^2 + \Delta^2 < V_z^2\), \(P = -1\), the gap is dominated by the magnetic field and the wire is in the topological phase with Majorana fermion at the ends of the nanowire. For \(\mu^2 + \Delta^2 > V_z^2\), \(P = 1\), the gap is dominated by pairing with no end states. In this thesis, we study the case where the nanowire is in the topological phase. This can be realized by putting the chemical potential inside the energy gap. The low energy theory of the Hamiltonian Eq. (3.1) can then be obtained as follow. By diagonalizing the Hamiltonian \(H_0\), we get two energy bands, \(\varepsilon_{\pm}(k) = \frac{k^2}{2m} - \mu \pm \sqrt{(\alpha^2 + \beta^2)k^2 + V_z^2}\). For these two bands, the eigenstates are

\[
|\chi_{+}(k)\rangle = \begin{bmatrix} e^{-i\theta/2} \cos \frac{2k}{V_z} \\ e^{i\theta/2} \sin \frac{2k}{V_z} \end{bmatrix}, |\chi_{-}(k)\rangle = \begin{bmatrix} -e^{-i\theta/2} \sin \frac{2k}{V_z} \\ e^{i\theta/2} \cos \frac{2k}{V_z} \end{bmatrix}, \tag{3.4}
\]

respectively, where \(\tan \theta = \alpha/\beta\) and \(\tan \gamma_k = \sqrt{\alpha^2 + \beta^2}k/V_z\). When the magnetic field is dominant than the spin-orbit interactions (\(V_z \gg \alpha, \beta\), \(\gamma_k \approx 0\), then the spins will be forced to be nearly polarized within each band. Because the chemical potential lies within the gap, only the low energy band is near the Fermi points and activated. We can thus restrict the Hilbert space to the lower band in this case \[45\]. To achieve this, we unitarily transform the electron operator from spin basis to band basis, \((a_{k+}^\dagger, a_{k-}^\dagger) = (a_{k+}^\dagger, a_{k-}^\dagger)U\), where \(U = (|\chi_{+}(k)\rangle, |\chi_{-}(k)\rangle)\). Here \(a_{k+}^\dagger, a_{k-}^\dagger\) is the creation operator for upper (lower) band. Then we neglect the upper band and obtain the low energy approximation of the Hamiltonian

\[
H_0 = \int dk \varepsilon_{-}(k)d_k^\dagger d_k, \tag{3.5}
\]

where \(d_k \equiv a_{k-}\). Similarly, projecting the superconducting term onto the lower band \(|\chi_{-}(k)\rangle\), we have

\[
H_\Delta = -\frac{\Delta}{2} \int dk (\sin \gamma_k d_k d_{-k} + \text{H.c.}). \tag{3.6}
\]

Therefore, the low energy theory for the topological superconductivity in the spin-orbit coupled semiconducting nanowire deposited on an s-wave superconductor is exhibited
by $H_{nw} = \int dk (k^2/2m - \mu_{\text{eff}})d^\dagger_k d_k - \Delta_{\text{eff}} (kd_k d_{-k} + \text{H.c.})$, where $\mu_{\text{eff}} = \mu + |V_z|$ and $\Delta_{\text{eff}} = \frac{\Delta\sqrt{\alpha^2 + \beta^2}}{2|V_z|}$. The Hamiltonian $H_{nw}$ is exactly the spinless $p$-wave superconductor and has been shown that [79] there exist unpaired Majorana fermions at the left and right end sides of the nanowire. The effective Hamiltonian for this piece of the system is

$$H_{mf} = \frac{i}{2} t (\gamma_L \gamma_R - \gamma_R \gamma_L),$$

where $\gamma_{L/R}$ is the Majorana operator at the left/right end side and $t \sim e^{-L/l_0}$ describes the coupling energy between the two MFs, $L$ is the length of wire, and $l_0$ is the superconducting coherence length.

We next focus on the tunneling transport of Majorana nanowire described by $H_{mf}$. Guided by the typical experimental setup in which the leads are made of gold, we view electrons in the leads as noninteracting. We then apply time-dependent bias voltages on the left and right leads respectively. This can be physically described by

$$H_s = \sum_p \xi_{p,s}(t) c^\dagger_p c_p,$$

where $s = L, R$, and $c_{p,s}$ is the electron annihilation operator for the lead. Here $\xi_{p,s}(t) = \varepsilon_{p,s} - eU_s(t)$, where $\varepsilon_{p,s}$ is the dispersion relation for the metallic lead and $U_s(t)$ is the time-dependent bias voltage on the lead. Note that the occupation for each lead is determined by the equilibrium distribution function established before the time-dependent bias voltage and tunneling are turned on. The tunneling between the leads and the wire is dependent upon the geometry of experimental layout and upon the self-consistent response of charge in the leads to the time-dependent bias voltages [71]. We can simply express the tunneling as

$$H_{T,s} = \sum_{p,i} [V^*_{pi,s}(t) c^\dagger_p c^\dagger_i - V_{pi,s}(t) c_p c_i] \gamma_i,$$

where $i, s = L, R$, and $V_{pi,s}(t)$ is the tunneling strength. Note that the Majorana operator becomes $\gamma_i \sim c_i + c_i^\dagger$, therefore the tunneling term does not have electron conservation and contains pairing $c^\dagger_p c^\dagger_i$ which leads to the current asymmetry discussed in Sec. 3.3.2. The Hamiltonian for the experimental setup of Fig. 3.1 can be described by $H = H_L + H_{TL} + H_{mf} + H_{TR} + H_R$. 
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3.3 NEGF method for the Majorana current

The Keldysh nonequilibrium Green function technique is used very widely to describe transport phenomena in mesoscopic systems. In the tunneling problem formulated in Sec. 3.2, we have considered the time-dependent bias voltages and tunneling strengths. This is essentially a nonequilibrium problem and can be treated by the Keldysh formalism [71]. In this formalism, the leads and the wire are decoupled and each part is in thermal equilibrium characterized by their respective chemical potentials at \( t = -\infty \). We first adiabatically evolve the system by the total Hamiltonian \( H \) from \( t = -\infty \) to \( t = +\infty \), then evolve the system back in time from \( t = +\infty \) to \( t = -\infty \), and calculate the physical quantity during this evolution. Finally the system is back in the initial state at \( t = -\infty \).

This procedure eliminates the uncertain state at the asymptotically large time in the nonequilibrium theory [101]. The time loop, which contains two pieces: the outgoing branch from \( t = -\infty \) to \( t = +\infty \) and the ingoing branch from \( t = +\infty \) to \( t = -\infty \), is called Keldysh contour. Below we will use the Keldysh NEGF method to study the Majorana current in the tunneling transport. For more details of the Keldysh Green function, please refer to Appendix B.

3.3.1 general formula

We study the Majorana current from the left/right lead to the wire. The current is given by the changing rate of charge in the lead, \( I_s = -e\langle \dot{N}_s \rangle \), where \( s = L, R \), \( N_s \) is the number operator in the lead, \( N_s = \sum_p c^\dagger_{p,s}c_{p,s} \). The bracket \( \langle \rangle \) denotes the ensemble average with respect to the total Hamiltonian \( H \). The commutation relations of electrons and MFs are \( \{c_{p,s}, c^\dagger_{p',s'}\} = \delta_{p,p'}\delta_{s,s'} \) and \( \{\gamma_i, \gamma_j\} = 2\delta_{i,j} \), and zero otherwise. Using the Heisenberg equation, the current from the lead to the wire is

\[
I_s(t) = -e\langle \dot{N}_s \rangle = -ie\langle [H, N_s] \rangle = -ie\langle [H_{T,s}, N_s] \rangle, \\
\]

\[
= ie \sum_{pi} \langle V^*_{pi,s}(t) c^\dagger_{p,s} \gamma_i - V_{pi,s}(t) \gamma_i c_{p,s} \rangle, \\
\]

\[
= 2e \sum_{pi} \text{Re}\{V^*_{pi,s}(t) \langle ic^\dagger_{p,s} \gamma_i \rangle\}, \\
\]

\[
= 2e \sum_{pi} \text{Re}\{V^*_{pi,s}(t) G^<_{ip,s}(t, t)\}, \\
\]

\[(3.10)\]
where \( G_{ip,s}(t, t') = i \langle c_{p,s}^\dagger(t') \gamma_i(t) \rangle \) is the lesser component of the Keldysh Green function

\[
G_{ip,s}(t, t') = -i \langle T_K \gamma_i(t) c_{p,s}^\dagger(t') \rangle.
\] (3.11)

Here operator \( T_K \) orders the times along the Keldysh contour with earlier times occurring first.

To proceed, we express the coupling Green function \( G_{ip} \) as a product of Green functions for the lead \( G_p \) and the wire \( G_{ij} \). Via the equation of motion (EOM) method (see Ref. [101] and Appendix C for details), we have

\[
G_{ip,s}(t, t') = \sum_j \int_K dt'' G_{ij}(t, t'') V_{pj,s}(t'') G_{0,s}(t'', t'),
\] (3.12)

where

\[
G_{ij}(t, t') = -i \langle T_K \gamma_i(t) \gamma_j(t') \rangle,
\]

\[
G_{0,p,s}(t, t') = -i \langle T_K c_{p,s}(t) c_{p,s}^\dagger(t') \rangle_0
\] (3.13)

are the Green function of the wire and the free Green function of the lead respectively. Here \( \langle \rangle_0 \) is the ensemble average with respect to the Hamiltonian of lead \( H_s \). The integration is taken on the Keldysh contour. Therefore, via the Keldysh Green function method [101], we can get the lesser component of the coupling Green function Eq. (3.12) by analytic continuation (see Appendix B for details),

\[
G_{ip,s}^<(t, t') = \sum_j \int_{-\infty}^{\infty} dt'' V_{pj,s}(t'') \left[ G_{ij}^R(t, t'') G_{0,s}^0(t'', t') + G_{ij}^<(t, t'') G_{0,s}^A(t'', t') \right],
\] (3.14)

where \( G^R \) and \( G^A \) are the retarded and advanced Green functions. The explicit expressions for the free Green functions \( G^0 \) can be found in Appendix D. Substituting this lesser Green function into the current formula Eq. (3.10) and using the expressions for the free Green functions, we arrive at

\[
I_s(t) = -2e \text{Im} \left\{ \sum_{ij} \int_{-\infty}^t dt_1 \int_{-\infty}^{\infty} \frac{d\varepsilon}{2\pi} e^{i\varepsilon(t-t_1)} [\Gamma_s(\varepsilon, t_1, t)]_{ji} [G_{ij}^R(t, t_1) f_s(\varepsilon) + G_{ij}^<(t, t_1)] \right\},
\] (3.15)

where \( f_s(\varepsilon) \) is the Fermi function. The time-dependent level broadening matrix is given
by

\[
[\Gamma_s(\epsilon, t_1, t)]_{ji} = 2\pi \rho_s(\epsilon) V_{i,s}(\epsilon, t)V_{j,s}(\epsilon, t_1)e^{-ie\int_{t_1}^{t_2} U_s(t_2)dt},
\] (3.16)

where the density operator is \(\rho(\epsilon) = \sum_p \delta(\epsilon - \epsilon_{p,s})\). Here we have explicitly indicated the energy dependence of the tunneling strength \(V_{p,i,s}(t)\). It is easy to check that the broadening matrix is Hermitian, \(\Gamma^\dagger_s(\epsilon, t_1, t) = \Gamma_s(\epsilon, t, t_1)\).

Since transport is often dominated by the states close to the Fermi level and the broadening function is slowly varying function of energy, we apply the wide-band approximation [71] to the tunneling strength. The momentum and time dependence can thus be factorized,

\[
V_{p,i,s}(t) = V_{i,s}(\epsilon_{p,s}, t) = u_s(t)|\epsilon|^{3/2}
\] (3.17)

Below we assume that the tunneling strength is time-independent and set \(u_s(t) = 1\). In the mesoscopic transport, the physical property is generally dominated by states near the Fermi level. Since the broadening matrix is usually slowly varying function of energy close to the Fermi level, we can assume that it is energy-independent, \(\Gamma_s(\epsilon) = \Gamma_s\). This wide-band approximation captures the main physics of the tunneling problem and can be used to simplify the current expression Eq. (3.15).

Therefore, the current can be further reduced to \(I_s(t) = I_{s,\text{out}}(t) + I_{s,\text{in}}(t)\), where

\[
I_{s,\text{out}}(t) = -e\text{Im}\text{Tr}[\Gamma_s G^<(t, t)]
\]

\[
I_{s,\text{in}}(t) = -e\text{Im}\text{Tr}\left\{ \int_{-\infty}^{t} \frac{d\epsilon}{\pi} f_s(\epsilon) \int_{-\infty}^{t_1} dt_1 e^{-ie(t_1-t)} \Gamma_s(t_1, t) G^R(t_1, t_1) \right\}.
\] (3.18)

Here \(\Gamma_s(t_1, t) \equiv \Gamma_s(\epsilon, t_1, t) = \Gamma_s e^{-ie\int_{t_1}^{t_2} U_s(t_2)dt}\) and \(G^<, R\) are the Green functions of the wire. The current has been separated in two parts: the outflow, \(I_{s,\text{out}}(t)\), which is easy to be identified since \(\Gamma_s\) represents the rate at which an electron placed initially in the energy level of the wire will escape into the lead and \(N(t) = \text{Im}\text{Tr}[G^<(t, t)]\) is the number of particles in the wire; the inflow, \(I_{s,\text{in}}(t)\), which is proportional to the occupation \(f_s(\epsilon)\) in the lead and to the density of states \(\rho(\epsilon) = \text{Im}\text{Tr}[G^R(\epsilon)]\) in the wire. For the outflow, the lesser Green function can be calculated by the relation [30]

\[
G^<(t, t) = \int dt_1 dt_2 G^R(t, t_1) \Sigma^<(t_1, t_2) G^A(t_2, t),
\] (3.19)
where the explicit expression for the lesser self-energy $\Sigma^<(t_1, t_2)$ is given in Appendix C. Substituting $\Sigma^<$ into the lesser Green function, we have

$$G^<(t, t) = \sum_{s=L,R} \int \frac{d\varepsilon}{2\pi} [i f_s(\varepsilon)] [A_s(\varepsilon, t) \Gamma_s A_s^\dagger(\varepsilon, t) + B_s(\varepsilon, t) \Gamma_s B_s^\dagger(\varepsilon, t)],$$

(3.20)

where

$$A_s(\varepsilon, t) = \int dt_1 e^{-i(\varepsilon t_1 - t)} e^{i t_1 \int dt' U_s(t')} G^R(t, t_1),$$

(3.21)

$$B_s(\varepsilon, t) = \int dt_1 e^{-i(\varepsilon t_1 - t)} e^{-i t_1 \int dt' U_s(t')} G^R(t, t_1).$$

Since Tr$[\Gamma_s A \Gamma_{s'} A^\dagger]$ is real, the outflow can be finally written as

$$I^{\text{out}}_s(t) = -e \sum_{s'=L,R} \int \frac{d\varepsilon}{2\pi} f_s(\varepsilon) \text{Tr}\{\Gamma_s A_s(\varepsilon, t) \Lambda_{s'} A_{s'}^\dagger(\varepsilon, t) + \Gamma_s B_{s'}(\varepsilon, t) \Gamma_{s'}^* B_{s'}^\dagger(\varepsilon, t)\}. $$

(3.22)

For the inflow, substituting Eq. (3.21) into Eq. (3.18), we obtain

$$I^{\text{in}}_s(t) = -e \int \frac{d\varepsilon}{\pi} f_s(\varepsilon) \text{Im}\text{Tr}\{\Gamma_s A_s(\varepsilon, t)\}.$$  

(3.23)

The retarded Green function of the wire is deduced in Appendix C. Here we only show the result,

$$G^R(t, t_1) = -2i \theta(t - t_1) e^{(2t - \Gamma)(t - t_1)},$$

(3.24)

where $\theta(t)$ is the Heaviside step function. The level broadening matrix is $\Gamma = 2(\Gamma_L + \Gamma_R)$, where

$$\Gamma_L = \begin{bmatrix} \Gamma_L & 0 \\ 0 & 0 \end{bmatrix}, \Gamma_R = \begin{bmatrix} 0 & 0 \\ 0 & \Gamma_R \end{bmatrix},$$

(3.25)

and $\Gamma_L$ and $\Gamma_R$ are positive. The hopping matrix are

$$t = \begin{bmatrix} 0 & t \\ -t & 0 \end{bmatrix}.$$  

(3.26)
3.3.2 dc current response

We first discuss the current response to the dc voltages at the two ends, \( U_L(t) = U_L \) and \( U_R(t) = U_R \). For the homogeneous system, \( A_s(\varepsilon, t) \) and \( B_s(\varepsilon, t) \) in Eq. (3.21) are time-independent and just the Fourier transform of the retarded Green function, \( A_s(\varepsilon, t) = G^R(\varepsilon - eU_s) \) and \( B_s(\varepsilon, t) = G^R(\varepsilon + eU_s) \). Substituting this relation into the outflow Eq. (3.22), we immediately have

\[
I^\text{out}_s = -e \sum_{s'} \int \frac{d\varepsilon}{2\pi} [T^e_{ss'}(\varepsilon) f_{s'}(\varepsilon + eU_{s'}) + T^h_{ss'}(\varepsilon) f_{s'}(\varepsilon - eU_{s'})],
\]

(3.27)

where the particle and hole transmission functions are

\[
T^e_{ss'}(\varepsilon) = \text{Tr}[\Gamma_s G^R(\varepsilon) \Gamma_{s'} G^A(\varepsilon)],
\]

\[
T^h_{ss'}(\varepsilon) = \text{Tr}[\Gamma_s G^R(\varepsilon) \Gamma^*_{s'} G^A(\varepsilon)].
\]

(3.28)

Here the retarded Green function \( G^R(\varepsilon) \) is the Fourier transform of Eq. (3.24) and can be explicitly written as

\[
G^R(\varepsilon) = \frac{2}{\varepsilon + 2i\Gamma_L - 2it} \begin{bmatrix} -2it & 2it \\ 2it & \varepsilon + 2i\Gamma_R \end{bmatrix},
\]

(3.29)

and the advanced Green function is the Hermitian conjugation of the retarded one,

\[
G^A(\varepsilon) = \frac{2}{\varepsilon - 2i\Gamma_L - 2it} \begin{bmatrix} -2it & 2it \\ 2it & \varepsilon - 2i\Gamma_R \end{bmatrix}.
\]

(3.30)

Similarly, the inflow can be written as

\[
I^\text{in}_s = -e \int \frac{d\varepsilon}{\pi} f_s(\varepsilon + eU_s) \text{ImTr}\{\Gamma_s G^R(\varepsilon)\},
\]

(3.31)

\[
= -e \int \frac{d\varepsilon}{2\pi i} f_s(\varepsilon + eU_s) \text{Tr}\{\Gamma_s [G^R(\varepsilon) - G^A(\varepsilon)]\}.
\]

Here we have used the fact that the retarded and advanced Green functions are conjugated. By the definitions of the retarded and advanced Green functions, we have \( G^R(\varepsilon) - G^A(\varepsilon) = -i \sum_{s'} G^R(\varepsilon) (\Gamma_{s'} + \Gamma^*_{s'}) G^A(\varepsilon) \) [101]. Substituting this relation into the
inflow Eq. (3.31), we have

\[ I_{s}^{in} = e \sum_{s'} \int \frac{d\varepsilon}{2\pi} [T_{ss'}^{e}(\varepsilon)f_{s}(\varepsilon + eU_{s}) + T_{ss'}^{h}(\varepsilon)f_{s}(\varepsilon + eU_{s})]. \] (3.32)

Therefore, for the \( dc \) case, the current is reduced to the Landauer-Büttiker formula \([30; 106]\),

\[ I_{s} = e \sum_{s'} \int \frac{d\varepsilon}{2\pi} \left\{ T_{ss'}^{e}(\varepsilon)[f_{s}(\varepsilon + eU_{s}) - f_{s'}(\varepsilon + eU_{s})] + T_{ss'}^{h}(\varepsilon)[f_{s}(\varepsilon + eU_{s}) - f_{s'}(\varepsilon - eU_{s})] \right\}. \] (3.33)

Here we encounter four transmission functions, \( T_{LL}^{e}, T_{LR}^{e}, T_{LL}^{h} \) and \( T_{LR}^{h} \). The first one injects an electron from the left lead and reflects an electron back to the left lead; this process does not have contribution to the transport. The second one injects an electron from the left lead and detects an electron at the right lead; this is the usual contribution to the transport. The third one injects an electron from the left lead and reflects a hole back to the left lead; this is the Andreev reflection of a superconductor. The fourth one injects an electron from the left lead and detects a hole at the right lead; this is the crossed Andreev reflection \([63]\). It is worth noting that due to the emergence of MFs \((\gamma = c + c^\dagger)\), there exists a hole transmission channel \( T_{ss'}^{h}(\varepsilon) \) in Eq. (3.28) in Majorana transport. This leads to the deviation from ordinary tunneling transport in the normal nanowire \([17; 106]\) and renders the left and right currents asymmetric, \( I_{L} \neq -I_{R} \). For example, when \( \Gamma_{L} = \Gamma_{R} = \Gamma \), the quantity \( J = I_{L} + I_{R} \) is shown in Fig. 3.2. We observe that only when \( U_{L} = -U_{R} \) (\( V = -2U_{L} \), where \( V = U_{R} - U_{L} \)), \( J \) is zero; otherwise, \( J \neq 0 \) in the \( \Gamma \sim V \) plane. It is easy to check that when the hole transmission function \( T_{ss'}^{h} \) vanishes, the current symmetry is recovered, \( I_{L} = -I_{R} \). This scenario happens in the normal semiconducting nanowire \([17; 106]\), the Anderson model \([13; 143]\) and the quantum dot systems \([54; 154]\). Therefore, the current asymmetry is a unique feature of the Majorana transport in our two-lead setup and may be served as an indicator of the emergence of the Majorana fermion.

We now investigate differential conductance of the Majorana nanowire at zero temperature \((\beta_{L/R} = \infty)\). In the Majorana transport, we should define the current going through the wire as \( I = \frac{1}{2}(I_{L} - I_{R}) \). When the hole transmission function \( T_{ss'}^{h} = 0 \), the definition reduces to the usual one. Without loss of generality, \( U_{L} \) is fixed and we calculate the conductance \( dI/dV \sim V \), where \( V = U_{R} - U_{L} \). After some straightforward
Figure 3.2: Current asymmetry $J = I_L + I_R$ in the $\Gamma \sim V$ plane ranging from $-3$ to $+1.5$. We set $U_L = 1$ and $\Gamma_L = \Gamma_R = \Gamma$ in this diagram.

Calculations, we obtain that

$$\frac{dI}{dV} = \frac{4e^2}{h} \Gamma_L \Gamma_R (4t^2 + 4\Gamma_L \Gamma_R) + e^2 (V + U_L)^2 \Gamma_R^2 \left[ 4t^2 - e^2 (V + U_L)^2 \right]^2 + (4t^2 + 4\Gamma_L \Gamma_R)^2 - (4t^2)^2 + 4e^2 (V + U_L)^2(\Gamma_L^2 + \Gamma_R^2).$$

(3.34)

Notice that when lead L decouples to the Majorana nanowire ($\Gamma_L = U_L = 0$), the conductance reduces to the one in Ref. [42]. Interestingly, we observe that a critical line $\Gamma_R = \Gamma_L^3/t^2 - 2\Gamma_L$ separates the zero-bias conductance peak from zero-bias conductance dip in the $\Gamma_R \sim \Gamma_L$ plane as shown in Fig. 3.3(a). For $\Gamma_L$, there exists a critical value $\Gamma_{Lc} = \sqrt{2}t$, below which the zero-bias conductance always exhibits a dip as shown in Fig. 3.3(b). Above this threshold, the zero-bias conductance undergoes a transition from dip to peak as shown in Fig. 3.3(c). We also find that the ZBP becomes larger as the level broadening is increased. The $U_L$ dependence of conductance is also shown in Fig. 3.3(d). It is easy to see that only when $U_L = 0$, the peak is zero-bias, otherwise there is a shift in the $V$ direction. We also study the finite temperature effects as depicted in Fig. 3.3(e) and 3.3(f). As the temperature is increased, the scattering process occurs more frequently, thereby leading to a reduction of the conductance. The competing effect of voltage and temperature can be seen from the intersection of the conductance profiles.
as well. Notice that even in the dip region of Fig. 3.3(a), the dip can become a peak at zero-bias voltage as the temperature is increased as shown in Fig. 3.3(e). Although the ZBP above is consistent with the Majorana interpretation, other mechanisms such as impurity, disorder, [26; 126; 150] or zero-bias anomaly of Kondo physics [13; 54; 143; 154] cannot be completely ruled out. In these cases, the currents at the left and right leads remain symmetric, while in the two-lead tunneling transport involving Majorana fermion, the currents are asymmetric. Therefore, the current asymmetry $J$ can be served as an auxiliary criterion for confirming the existence of Majorana fermion in the tunneling experiment as depicted in Fig. 3.1.

3.3.3 \textbf{ac current response}

We turn to consider the current response to the \textit{ac} voltages. The harmonic voltages at the two ends of the nanowire are $U_L(t) = U_L \cos \omega_L t$ and $U_R(t) = U_R \cos (\omega_R t + \phi)$ respectively. When the voltage $U_R$ is enhanced, the current becomes less harmonic and finally saturates at high voltage as shown in Fig. 3.4(a). The larger the level broadening $\Gamma_R$ is, the stronger the coupling between lead and nanowire is. This leads to a higher current response as shown in Fig. 3.4(b). In Fig. 3.4(c), we study the influence of frequency difference of input signals at the left and right lead and find that a more complicated periodic pattern appears. The effect of phase difference is given in Fig. 3.4(d). It is shown that the current response hits the peak when the two voltage signals are out-of-phase. We also study the temperature effect in Fig. 3.4(e) and get similar results as the \textit{dc} case. The response to rectangular \textit{ac} voltages are depicted in Fig. 3.4(f). The upper plane is the voltage signals and the lower plane is the current response. It can be expected that in each plateau, the current response is the same as the \textit{dc} case.

3.4 Interaction and disorder effects on the Majorana transport

The interaction and disorder effects on the topological property of the wire are significant. The disorder will destroy the transitional symmetry of the wire. We need to
Figure 3.3: Conductance for the $dc$ voltage. We set $t = 1$ in all figures. (a) shows the critical line for the dip-peak transition in the $\Gamma_R \sim \Gamma_L$ plane. The parameters in (b) are $U_L = 0$, $\Gamma_L = 1$ and $\Gamma_R = 1$ (green dot-dashed), 3 (blue dashed), 5 (red solid); in (c) are $U_L = 0$, $\Gamma_R = 1$ and $\Gamma_L = 0.5$ (green dot-dashed), 1.5 (blue dashed), 2.5 (red solid); in (d) are $\Gamma_L = 2$, $\Gamma_R = 1$ and $U_L = 5$ (green dot-dashed), 0 (blue dashed), $-5$ (red solid); in (e) are $U_L = 0$, $\Gamma_L = \Gamma_R = 1$ and $\beta_L = \beta_R = 10$ (green dot-dashed), 1.5 (blue dashed), 0.5 (red solid); in (f) are $U_L = 0$, $\Gamma_L = 2$, $\Gamma_R = 1$ and $\beta_L = \beta_R = 10$ (green dot-dashed), 1 (blue dashed), 0.5 (red solid).
Figure 3.4: Current response to the ac voltage. (a) response to the change of $U_R$ with $\omega_L = \omega_R = 1$ and $U_R = 2$(dot), 4 (dash-dot), 8 (dash), 20 (solid); (b) response to the change of $\Gamma_R$ with $\Gamma_R = 4$(dot), 3 (dash), 2 (dash-dot), 1 (solid); (c) response to the change of $U_R$ with $\omega_L = \omega_R/2 = 1$ and $U_R = 2$(dot), 4 (dash-dot), 8 (dash), 20 (solid); (d) response to the change of $\phi$ with $\phi = 0$(dot), $\pi/2$ (dash-dot), $\pi$ (dash), $3\pi/2$ (solid); (e) response to the change of temperature with $\beta_L = \beta_R = 0.1$(dot), 0.2 (dash-dot), 0.4 (dash), 1 (solid); (f) response to rectangular signals. The dotted line and dashed line in the upper plane are the voltage signals $U_L(t)$ and $U_R(t)$ respectively. The lower plane is the current response.
consider the Hamiltonian of the wire Eq. (3.1) in the real space,

\[
H_0 = \int dx \phi^\dagger \left[ -\frac{\partial^2}{2m} - \mu - \frac{i}{2} (\alpha \tau_y + \beta \tau_x) \partial_x + V_z \tau_z \right] \phi,
\]

\[
H_\Delta = \Delta \int dx (\psi_\uparrow \psi_\downarrow + \text{H.c.}),
\]

(3.35)

where \( \phi = (\psi_\uparrow, \psi_\downarrow)^T \). We will use the bosonization method [20; 39; 52; 53; 96; 133] to discuss the interaction and disorder effects in the wire. Generally, in one dimension, the localization length due to the disorder is of the order of the mean free path. It means that after bumping a couple of times on the impurities the electrons are localized [52] and the wire becomes insulator. However, when the superconducting pairing satisfies the condition Eq. (3.3), the wire is in the topological superconducting phase. This competing mechanism can be quantitatively studied by the renormalization analysis of the density-density correlation function of the wire.

### 3.4.1 brief introduction of bosonization

#### 3.4.1.1 left and right movers representation

To obtain the low-energy properties of the wire, we can deal with excitations close to the Fermi surface. Since the chemical potential \( \mu \) lies within the gap, only the lower band in Eq. (3.4) is activated, and for one dimension, there are only two Fermi points \( \pm k_F \) in the energy spectrum. We can linearize the dispersion relation near each Fermi points. In one dimension, because the low-energy particle-hole excitations have both well-defined momentum and energy, this will lead to two species of fermions: left and right moving fermions. We then replace the original model by the one where the energy spectrum is purely linear. This is nothing but assuming that the density of states is constant [52].

To begin with, we write the field operator of the Hamiltonian in the left and right movers representation. By the unitary transform \( a_{ks} = \sum_\nu \langle s | \chi_\nu(k) \rangle a_{k\nu} \) where \( s = \uparrow, \downarrow \) and \( \nu = \pm \), we can transform the field operator \( \psi_s(x) \) from the spin basis to the band basis,

\[
\psi_s(x) = \frac{1}{\sqrt{2\pi}} \int dk e^{ikx} a_{ks} = \sum_\nu \frac{1}{\sqrt{2\pi}} \int dk e^{ikx} \langle s | \chi_\nu(k) \rangle a_{k\nu}.
\]

(3.36)

Because only the electrons with momentum \( k \) near two Fermi points \( \pm k_F \) of the lower
band in Eq. (3.4) are activated, we approximate the field operator as

\[ \psi_s(x) \approx \frac{1}{\sqrt{2\pi}} \int_{k_F - \Lambda}^{k_F + \Lambda} dk e^{ikx} \langle s| \chi_-(k) \rangle a_{k,-} + \frac{1}{\sqrt{2\pi}} \int_{k_F - \Lambda}^{k_F + \Lambda} dk e^{ikx} \langle s| \chi_-(k) \rangle a_{k,-}, \]

\[ \approx e^{-ik_F x} \langle s| \chi_-(k_F) \rangle \frac{1}{\sqrt{2\pi}} \int_{-k_F - \Lambda}^{k_F + \Lambda} dk e^{i(k + k_F)x} a_{k-,} \]

\[ + e^{ik_F x} \langle s| \chi_-(k_F) \rangle \frac{1}{\sqrt{2\pi}} \int_{k_F - \Lambda}^{k_F + \Lambda} dk e^{i(k - k_F)x} a_{k-,} \]

(3.37)

where \( \Lambda \to 0 \). Then we can express the field operator in terms of the left and right movers as

\[ \psi_s(x) = e^{-ik_F x} \langle s| \chi_-(k_F) \rangle \psi_L(x) + e^{ik_F x} \langle s| \chi_-(k_F) \rangle \psi_R(x), \]

(3.38)

where the left and right movers are

\[ \psi_L(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dk e^{i(k + k_F)x} d_{k,L}, \]

\[ \psi_R(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dk e^{i(k - k_F)x} d_{k,R}. \]

(3.39)

Here \( d_{k,L} \) and \( d_{k,R} \) are the annihilation operators in the left and right branches of the lower band and we have extended the linear dispersion relation to the whole Brillouin zone by changing the range of integral for the left and right movers to \((-\infty, \infty)\).

We now turn to study the kinetic term \( H_0 \) in Eq. (3.5). By linearizing the energy spectrum \( \varepsilon_-(k) \) near the two Fermi point \( \pm k_F \), the low energy kinetic term becomes

\[ H_0 \approx \int_{-\infty}^{\infty} dk [\varepsilon_F - \nu_F(k + k_F)] d_{k,L}^\dagger d_{k,L} + \int_{-\infty}^{\infty} dk [\varepsilon_F + \nu_F(k - k_F)] d_{k,R}^\dagger d_{k,R} \]

\[ = \int_{-\infty}^{\infty} dk \nu_F(-k - k_F) d_{k,L}^\dagger d_{k,L} + \int_{-\infty}^{\infty} dk \nu_F(k - k_F) d_{k,R}^\dagger d_{k,R} + \text{constant}, \]

(3.40)

where \( \varepsilon_F = \frac{k_F^2}{2m} - \mu - \sqrt{(\alpha^2 + \beta^2)k_F^2 + V_z^2} \) and \( \nu_F = \frac{k_F}{m} - \frac{(\alpha^2 + \beta^2)k_F}{\sqrt{(\alpha^2 + \beta^2)k_F^2 + V_z^2}} \). On the other
hand, by the definition of $\psi_R(x)$, we find that

$$\int dx \psi_R^\dagger(x)(-i\nu_x \partial_x)\psi_R(x) = \int dkdk' \left[ \frac{1}{2\pi} \int dx e^{i(k'-k)x} \right] \nu_F(k' - k_F)d_{k,R}^\dagger d_{k',R}, \quad (3.41)$$

Therefore, the low energy kinetic term is

$$H_0 = i\nu_F \int dx [\psi_L^\dagger(x)\partial_x \psi_L(x) - \psi_R^\dagger(x)\partial_x \psi_R(x)]. \quad (3.42)$$

Next we consider the $s$-wave superconducting term in Eq. (3.35). From Eq. (3.38), we have

$$\psi_\uparrow(x)\psi_\downarrow(x) = \left[ e^{-ik_Fx}(-e^{-i\theta/2}\sin\frac{\gamma-k_F}{2})\psi_L(x) + e^{ik_Fx}(-e^{-i\theta/2}\sin\frac{\gamma_k}{2})\psi_R(x) \right] \cdot \left[ e^{-ik_Fx}e^{i\theta/2}\cos\frac{\gamma-k_F}{2}\psi_L(x) + e^{ik_Fx}e^{i\theta/2}\cos\frac{\gamma_k}{2}\psi_R(x) \right], \quad (3.43)$$

Neglecting the oscillating terms and taking into account that $\gamma_k = \arctan -\sqrt{\alpha^2 + \beta^2}k = -\gamma_k$, we find that

$$\psi_\uparrow(x)\psi_\downarrow(x) = \sin\gamma_k\psi_L(x)\psi_R(x). \quad (3.44)$$

Therefore, the $s$-wave superconducting term is

$$H_\Delta = \Delta \sin\gamma_k \int dx [\psi_L(x)\psi_R(x) + \psi_R^\dagger(x)\psi_L^\dagger(x)]. \quad (3.45)$$

We next consider the Coulomb interaction which can be formulated as

$$H_{\text{int}} = \int dx dx' V(x - x')\rho(x)\rho(x'), \quad (3.46)$$

where the electron density operator is $\rho(x) = \sum_{s=\uparrow,\downarrow} \psi_s^\dagger(x)\psi_s(x)$. In the momentum
space, the interaction can be recast into
\[ H_{\text{int}} = \frac{1}{2\Omega} \sum_{k,s,k',s',q} \hat{V}(q)a_{k+q,s}^\dagger a_{k'-q,s'}^\dagger a_{k',s'} a_{k,s}. \] (3.47)

Similarly, we transform the Hamiltonian to the band basis \((a_{k+}, a_{k-})\) and neglect the upper-band operators, then the interaction term becomes
\[ H_{\text{int}} = \frac{1}{2\Omega} \sum_{k,k',q} \hat{V}(q) \cos \frac{\gamma_{k+q} - \gamma_k}{2} \cos \frac{\gamma_{k'-q} - \gamma_{k'}}{2} d_{k+q}^\dagger d_{k'-q} d_{k+} d_{k'}. \] (3.48)

One should be reminded that the most efficient processes in the interaction are the ones that can act close to the Fermi surface. Particularly in one dimension, it is worth noting that the Fermi surface is reduced to two points \(\pm k_F\) that allow us to decompose the interaction into three scattering processes. The first one is exchange scattering, where two electrons moving in the same direction collide and exchange their velocities; the second one is forward scattering, where two electrons moving in the opposite directions collide and keep moving in their original directions; the third one is the backward scattering, where two electrons moving in the opposite directions collide and move backward. Notice that the wave vector \(q\) for the forward and exchange processes is \(\sim 0\), and \(\sim \pm 2k_F\) for the backward scattering. It is easy to see that the forward and backward scattering processes are identical for the spinless fermion as the particles are indiscernible. Therefore, the interaction Hamiltonian can be expressed as the sum of the above scattering processes:
\[ H_{\text{int}} = \frac{\hat{V}(0)}{2\Omega} \sum_{kR,k'R,L,q\sim 0} d_{k+q}^\dagger d_{k'-q} d_{k+} d_{k'} + \frac{\hat{V}(0)}{\Omega} \sum_{kR,k'R,L,q\sim 0} d_{k+q}^\dagger d_{k'-q} d_{k+} d_{k'} + (R \leftrightarrow L). \] (3.49)

Using the definitions of the left and right movers Eq. (3.39), the interaction can be written as
\[ H_{\text{int}} = g_2 \int dx \psi_R^\dagger(x)\psi_R(x)\psi_L^\dagger(x)\psi_L(x) \]
\[ + \frac{g_4}{2} \int dx \psi_R^\dagger(x)\psi_R(x)\psi_R^\dagger(x)\psi_R(x) \]
\[ + \frac{g_4}{2} \int dx \psi_L^\dagger(x)\psi_L(x)\psi_L^\dagger(x)\psi_L(x), \] (3.50)

where \(g_2/2 = g_4 = V(0)\). Now we turn to study the disorder term. When the impurities
are weak and dense enough so that the effect of each impurity is negligible, they can only act collectively. In this case, there are many impurities in a volume small compared to the scale of variation of the physical quantities but large compared to the distance between impurities. Physically it means that one can replace the original disorder by a coarse grained version. This coarse grained disorder is equivalent to a Gaussian disorder \[52\] due to the central limit theorem. The disorder potential \( U(x) \) can be treated as a random chemical potential on the impurity sites. Thus the disorder term can be formulated as

\[
H_{\text{dis}} = \int dx U(x) \rho(x),
\]

where the disorder potential satisfies Gaussian distribution

\[
p(U) = \exp \left[ -\frac{1}{2D} \int dx U^2(x) \right].
\]

Here we assume that the impurity potential is short-range so that \( \langle U(x) U(x') \rangle = D \delta(x - x') \). Fourier transforming the Hamiltonian and projecting it onto the lower band, we have

\[
H_{\text{dis}} = \frac{1}{\Omega} \sum_{k,q} \tilde{U}(q) \cos \frac{\gamma k + q - \gamma k}{2} d_{k+q}^\dagger d_k.
\]

Again, the most important processes are the ones close to the Fermi surface. In one dimension, the disorder term can be thus approximated as

\[
H_{\text{dis}} = \frac{1}{\Omega} \sum_{q \sim 0} \tilde{U}(q) \sum_{k \sim \pm k_F} d_{k+q}^\dagger d_k
\]

+ \frac{\cos \gamma_{k_F}}{\Omega} \sum_{q \sim 2k_F} \tilde{U}(q) \sum_{k \sim -k_F} d_{k+q}^\dagger d_k

+ \frac{\cos \gamma_{k_F}}{\Omega} \sum_{q \sim -2k_F} \tilde{U}(q) \sum_{k \sim k_F} d_{k+q}^\dagger d_k.
\]

In the left and right movers representation, we have

\[
H_{\text{dis}} = \int dx \eta(x) [\psi_R^\dagger(x) \psi_R(x) + \psi_L^\dagger(x) \psi_L(x)]
\]

+ \cos \gamma_{k_F} \int dx [\xi(x) \psi_L^\dagger(x) \psi_R(x) + \xi^*(x) \psi_R^\dagger(x) \psi_L(x)],
\]

where \( \eta(x) = \frac{1}{\Omega} \sum_{q \sim 0} \tilde{U}(q) e^{iqx} \) and \( \xi(x) = \frac{1}{\Omega} \sum_{q \sim 0} \tilde{U}(q - 2k_F) e^{iqx} \) are two independent
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Gaussian random variables. Note that $\eta(x)$ is real and $\xi(x)$ is complex. The correlation relations are $\langle \eta(x)\eta(x') \rangle = \langle \xi(x)\xi^*(x') \rangle = D\delta(x-x')$, and zero otherwise.

### 3.4.1.2 bosonization of the Majorana nanowire

The Abelian bosonization formula \cite{48, 52, 96, 97} is given by

$$
\psi_L(x) = \frac{1}{\sqrt{2\pi\alpha}} e^{-i\sqrt{4\pi}\phi_L(x)},
\psi_R(x) = \frac{1}{\sqrt{2\pi\alpha}} e^{i\sqrt{4\pi}\phi_R(x)},
$$

(3.56)

where $\psi_{L/R}(x)$ is the massless Dirac field (fermionic) as shown in Eq. (3.39), and $\phi_{L/R}(x)$ is massless Klein-Gordon field (bosonic). $\alpha$ is the short-range cutoff for the convergence of the continuum theory. Please see Appendix E for details.

Using the formula Eq. (3.56), the kinetic energy Eq. (3.42) can be bosonized as

$$
H_0 = \frac{\pi\nu_F}{2\pi} \int dx [\rho_L^2(x) + \rho_R^2(x)],
$$

(3.57)

where $\rho_{L/R}(x) = \frac{1}{\sqrt{\pi}} \partial_x \phi_{L/R}(x)$ is the normal-ordered density operator for left/right mover. Please see Appendix F for the bosonization of the kinetic energy Eq. (3.57). We define two new variables, $\phi_L = \frac{1}{\sqrt{4\pi}} (\theta + \varphi)$ and $\phi_R = \frac{1}{\sqrt{4\pi}} (\theta - \varphi)$, where the commutation relation is $[\theta(x), \varphi(y)] = i\pi \text{sgn}(y-x)/2$. The Hamiltonian $H_0$ then becomes

$$
H_0 = \frac{\nu_F}{2\pi} \int dx [(\partial_x \theta)^2 + (\partial_x \varphi)^2].
$$

(3.58)

For the $s$-wave superconducting term, substituting Eq. (3.56) into Eq. (3.45), after bosonization it can be written as

$$
H_\Delta = \frac{\Delta}{2\pi} \sin\frac{\gamma k_F}{\pi\alpha} \int dx \cos 2\theta.
$$

(3.59)

Similarly, the Coulomb interaction Eq. (3.50) in terms of the field $\theta$ and $\varphi$ is

$$
H_{\text{int}} = \frac{g_2}{4\pi^2} \int dx [(\partial_x \varphi)^2 - (\partial_x \theta)^2] + \frac{g_4}{4\pi^2} \int dx [(\partial_x \varphi)^2 + (\partial_x \theta)^2].
$$

(3.60)

The bosonic form of the disorder term Eq. (3.55) is given by

$$
H_{\text{dis}} = \frac{1}{\pi} \int dx [\eta(x)\partial_x \varphi] + \frac{\cos\gamma k_F}{2\pi\alpha} \int dx [\xi(x)e^{-i2\varphi} + \xi^*(x)e^{i2\varphi}].
$$

(3.61)
Notice that in one dimension, the effect of Coulomb interaction just leads to the reparameterization of the kinetic energy $H_0$. The interaction can be absorbed into the kinetic energy, then we arrive at the following Hamiltonian for the Luttinger liquid,

$$H_{\text{Lutt}} = H_0 + H_{\text{int}} = \frac{1}{2\pi} \int dx \left[ uK(\partial_x \theta)^2 + \frac{u}{K}(\partial_x \varphi)^2 \right],$$

where the Luttinger parameters are

$$u = \nu_F \left[ (1 + y_4)^2 - y_2^2 \right]^{1/2},$$

$$K = \left( \frac{1 + y_4 - y_2}{1 + y_4 + y_2} \right)^{1/2}.$$

Here $y_2 = \frac{g_2}{2\pi\nu_F}$ and $y_4 = \frac{g_4}{2\pi\nu_F}$. Furthermore, we observe that the first term in Eq. (3.61) is equivalent to a random gauge potential which can also be absorbed into the Hamiltonian of Luttinger liquid Eq. (3.62) via replacing $\varphi(x)$ by $\varphi(x) - \frac{K}{u} \int^x dy \eta(y)$.

Finally, we achieve the bosonic Hamiltonian of the interacting wire with Gaussian disorder $H_{\text{dw}} = H_{\text{sG}} + H_{\text{bws}}$, where

$$H_{\text{sG}} = \frac{1}{2\pi} \int dx \left[ uK(\partial_x \theta)^2 + \frac{u}{K}(\partial_x \varphi)^2 \right] + \Delta \sin \frac{\gamma k_F}{\pi \alpha} \int dx \cos 2\theta,$$

$$H_{\text{bws}} = \cos \frac{\gamma k_F}{2\pi \alpha} \int dx [\xi(x)e^{-i2\varphi} + \xi^*(x)e^{i2\varphi}].$$

The Hamiltonian $H_{\text{sG}}$ is the well-known sine-Gordon Hamiltonian which has Kosterlitz-Thouless phase transition [84]. The superconducting term favors a superconducting ground state, however, the disorder term tends to pin the charge density to the disorder potential and favors an insulator phase [97]. Therefore, we can expect the disorder system undergoes a topological phase transition as the interplay of superconductivity and disorder.

### 3.4.2 influence on the Majorana transport

In general, we can use the perturbation theory to calculate the correlation function, for instance,

$$R(r_1 - r_2) = \langle e^{ia\sqrt{2}\varphi(r_1)}e^{-ia\sqrt{2}\varphi(r_2)} \rangle_{H_{\text{dw}}},$$

(3.65)
to study the physical property of the interacting disorder wire [52]. The average for a system with a disorder potential $U$ can be treated by the replica method as follows,

\[
\langle O(\varphi) \rangle_{H_{dw}} = \lim_{n \to 0} \frac{\int \mathcal{D}[\xi, \xi^*] p(\xi, \xi^*) \int \prod_{i=1}^{n} \mathcal{D}\varphi_{i} O(\varphi_{1}) e^{- \sum_{a=1}^{n} S_{U}(\theta_{a}, \varphi_{a})}}{\int \mathcal{D}[\xi, \xi^*] p(\xi, \xi^*)},
\]

(3.66)

where $O(\varphi)$ is some observable of $\varphi$. Please see Appendix G for details. Basically, we need to perform the functional integral over the $n$-copies of replicas $\varphi_{i}$ and the Gaussian distributed random variables $\xi$ and $\xi^*$. The Gaussian distributed disorder potential is $p(\xi, \xi^*) = e^{- \frac{1}{2} \int dx \xi(x) \xi^*(x)}$ and the action of the disorder system can be achieved by the Legendre transformation of the Hamiltonian $H_{dw}$,

\[
S_{U}(\theta_{a}, \varphi_{a}) = - \int_{0}^{\beta} d\tau \int dx \frac{i}{\pi} \partial_{x} \theta_{a} \varphi + \int_{0}^{\beta} d\tau H_{dw}.
\]

(3.67)

By integrating out the Gaussian random variables $\xi$ and $\xi^*$, we arrive at

\[
\langle O(\varphi) \rangle_{H_{dw}} = \lim_{n \to 0} \int \prod_{i=1}^{n} \mathcal{D}\varphi_{i} O(\varphi_{1}) e^{- S_{\text{eff}}},
\]

(3.68)

where

\[
S_{\text{eff}} = \sum_{a=1}^{n} [S_{0}(\varphi_{a}) + S_{\Delta}(\varphi_{a})] - \frac{D \cos^{2} \gamma_{k_{F}}}{(2\pi \alpha)²} \sum_{a, b=1}^{n} \int dx d\tau d\tau' \cos [2\varphi_{a}(x, \tau) - 2\varphi_{b}(x, \tau')].
\]

(3.69)

Here $S_{0} = - \int_{0}^{\beta} d\tau \int dx \frac{i}{\pi} \partial_{x} \theta_{a} \varphi + \int_{0}^{\beta} d\tau H_{\text{Latt}}$ and $S_{\Delta} = \int_{0}^{\beta} d\tau H_{\Delta}$. The details of calculation of correlation function Eq. (3.65) by the replica method Eq. (3.68) is given in Appendix H. After some calculations, we find that the perturbation result is plagued by divergence which is notorious in one dimension. However, although the correlation is infinite, it should be independent of the change of short-range cutoff $\alpha$ because it characterizes the physical properties of the system. This peculiar property suggests the use of the renormalization group method [52; 97]. Particularly, by expanding the superconducting and disorder actions to the first leading order, changing the short-range cutoff $\alpha \to \alpha e^{l}$ and keeping the correlation function unchanged (see Appendix H for details),
Figure 3.5: (a) RG flows of $y_D(l)$ and $y_\Delta(l)$, where $K(0) = 1.2$. NTI and TSC are short for non-topological insulator and topological superconductor. The orange line is the phase boundary. (b) phase boundaries with different $K(0)$s.

We obtain the RG flows as follows,

$$
\frac{dK}{dl} = y_\Delta^2 - y_D K^2, \\
\frac{dy_\Delta}{dl} = (2 - K^{-1})y_\Delta, \\
\frac{dy_D}{dl} = 2K y_D^2 - (2K - 3 + 2K^{-1}y_\Delta^2)y_D, \\
\frac{du}{dl} = -y_D K u,
$$

where $y_\Delta = \alpha \Delta \sin \gamma_{k_F}/u$ and $y_D = \alpha D \cos^2 \gamma_{k_F}/\pi u^2$. From the flows of $y_\Delta(l)$ and $y_D(l)$, we can see that when $K(l) < 1/2$, $y_D(l)$ is relevant, the system is in the random-pinned change density wave phase; when $K(l) > 3/2$, $y_\Delta(l)$ is relevant, the system is in the superconducting phase. When $1/2 < K(l) < 3/2$, both $y_D(l)$ and $y_\Delta(l)$ are relevant. In order to be consistent with the perturbation condition, the flows can be chosen to stop at $l^*$ when $\max[y_D(l^*), y_\Delta(l^*)] = 1$. Using this criterion, the phase diagram in this $K(l)$ interval is obtained as shown in Fig. 3.5(a). Only when the parameters are in the shadow region, the Majorana fermions remain. In Fig. 3.5(b), we plot the phase boundaries with respect to different initial $K(0)$ and find that the topological superconducting phase becomes larger as $K(0)$ increases. Therefore, when $K(l) < 1/2$ or when $1/2 < K(l) < 3/2$ as well as the parameters are in the shadow region of Fig. 3.5(a), $y_\Delta$ is relevant and the Majorana transport is preserved, otherwise the disorder strength $D$ will destroy the transport.
Part II

Mott-superfluid transition in hybrid circuit-QED system
Chapter 4

Phase transition of light in circuit-QED lattices coupled to nitrogen-vacancy centers in diamond

4.1 Introduction

The microscopic properties of strongly correlated many-particle systems emerging in solid-state physics are in general very hard to access experimentally [56; 60; 61]. So a method to simulate the properties of condensed-matter models using non-traditional controllable systems is highly desirable. Recently, the investigation of quantum simulation in photon-based many-body physics has received much attention in different systems [41; 56; 60; 61; 82; 136; 137]. Especially, there has been great interest in mimicking the quantum phase transition (QPT) of light by a scalable coupled resonator array in the context of cavity/circuit quantum electrodynamics (QED) [22; 50; 65; 73; 93; 124; 160; 167], which provides a convenient controllable platform for studying the strongly correlated states of light via photonic processes. On the other hand, artificially engineered hybrid devices can permit measurement access with good experimental control [38; 94]; and it is intriguing to employ a highly controllable quantum system with a tunable Hamiltonian to simulate the physics of another system of interest. This paradigm has promoted many experimental/theoretical proposals on probing the light phase and opened various possibilities for the simulation of many-body physics.

In this chapter, we elaborate an optical system for engineering the strongly correlated effects of light in a hybrid solid-state system. We consider a two-dimensional (2D) square
lattice of coupled transmission line resonators (TLRs) [10; 25; 140], where each TLR is coupled to a single nitrogen vacancy (NV) [21; 35; 47; 68; 174] encircled by a persistent current qubit (PCQ). We show that the competition between the on-site TLR-PCQ interaction and the nonlocal hopping induces the photonic localization-delocalization transition. Subsequently the Mott insulator (MI) phase and the superfluid (SF) phase can appear in a controllable way. The phase boundary in the case of photon hopping with real/complex-valued amplitudes can be obtained using the mean-field approach. Also, the quantum jump technique is employed to describe the phase diagram when the dissipation is considered. Finally, the possibility of observation of the QPT is discussed.

In our architecture, one can tune independently the on-site TLR-PCQ interaction and the nonlocal photonic hopping between adjacent TLRs. This permits us to systematically study the localization-delocalization transition of light in a complete parameter space. The main motivation for building such a hybrid system is to combine several advantages: in situ tunability of circuit elements [15; 112; 168], transmission measurement for state readout [10], peculiar characteristics of NVs (e.g., individual addressing [15; 87] and long coherence time at room-temperature [2; 72; 115]), and scalability of TLR arrays [34; 55; 65; 81; 103; 114; 118]. Due to the easy readout of the states of NV by laser or microwave, it is possible to indirectly probe the quantum many body states of our hybrid system by NV center. Recently, Underwood et al experimentally fabricated 25 arrays of TLRs and demonstrated the feasibility of quantum simulation in a circuit-QED system [153]. Lucero et al experimentally fabricated a complex circuit composed of four phase qubits and five TLRs to realize intricate quantum algorithms [98]. The progress renders the TLR lattice as a good platform for studying condensed-matter physics with photons and makes our scheme more practical.

The main results of this chapter were published in the following paper:


### 4.2 Model

As illustrated in Fig. 4.1, we consider a 2D lattice of coupled TLRs, where the basic unit consists of a TLR coupled to a single NV encircled by a PCQ, which acts as an interconnect to greatly magnify the NV-TLR coupling by several orders of magnitude,
compared with the direct NV-TLR coupling (far below the linewidth of TLR by dozens of KHz) resulting from the vacuum fluctuations of the photons [1; 152].

The TLR is made of a superconductor line interrupted by two capacitors at its ends. In the microwave domain, it can be treated as a quantum $LC$ harmonic oscillator,

$$H_{\text{TLR}} = \omega_r (a^\dagger a + 1/2), \quad (4.1)$$

where $a$ ($a^\dagger$) is the annihilation (creation) operator of the photonic mode in the TLR, and $\omega_r = \sqrt{1/L_r C_r}$ is the corresponding eigenfrequency with inductance $L_r$ and capacitance $C_r$. Here we set $\hbar = 1$. The PCQ located at an antinode of the TLR’s magnetic field is formed by a superconducting loop interrupted by three Josephson junctions, where all the junctions are identical except that one is smaller than the other two as shown in Fig. 4.1 [120; 152]. When the loop is biased by half a magnetic flux quantum, the device is an effective two-level qubit made up of two countercirculating persistent currents. This effective two-level system is described by the Hamiltonian $H_{\text{PCQ}}^{\text{PCQ}} = \frac{1}{2}(\varepsilon \sigma_z + \Delta_0 \sigma_x)$, where $\sigma_x$ and $\sigma_z$ are the Pauli matrices. Here $\varepsilon = 2I_p(\Phi - \Phi_0/2)$, where $I_p$ is the persistent circulating current of the PCQ loop, $\Phi$ is the external magnetic flux through the loop induced by the current in the central conductor of the TLR and $\Phi_0$ is the flux quantum; $\Delta_0$ is the coupling between the two states of the two-level PCQ system [152]. Going to the eigenbasis we can write this two-level system as

$$H_{\text{PCQ}}^{\text{PCQ}} = \frac{\omega_0}{2} \sigma_z, \quad (4.2)$$

where $\omega_0 = \sqrt{\varepsilon^2 + \Delta_0^2}$. The NV can be modeled as a three-level system in the triplet ground-state subspace consisting of $|3A, m_s = 0\rangle$ and $|3A, m_s = \pm 1\rangle$. The Hamiltonian is

$$H_{\text{NV}} = \gamma_e B_z S_z + D(S_z^2 - 2/3), \quad (4.3)$$

where $\gamma_e$ is the electronic gyromagnetic ratio, $D/2\pi \sim 2.87$ GHz is the zero-field splitting which is predominantly due to dipolar spin-spin coupling between the two unpaired electrons forming the NV center, $B_z$ is a perpendicular magnetic field at the NV center induced by the persistent circulating current and $S_z = \text{diag}\{1, 0, -1\}$ is the spin-1-z operator.

The PCQ magnetically couples to the TLR via mutual inductance, $H_{\text{T-P}} = -\mu \cdot B$, where $\mu$ is the magnetic dipole of PCQ induced by the persistent circulating currents and
$B$ is the magnetic field at the PCQ induced by the current in the central conductor of the TLR. To quantize the Hamiltonian, the magnetic field is taken to consist of a single bosonic mode with the field operator $B \sim a^\dagger + a$ and the PCQ is coupled to the field through its magnetic dipole $\mu \sim \sigma^+ + \sigma^-$, where $\sigma^\pm = \frac{1}{2}(\sigma_x \pm i\sigma_y)$. Moving the TLR-PCQ coupling to interaction picture, we have $H_{\text{T-P}} \sim e^{i(\omega_r + \omega_0)t}a^\dagger \sigma^+ + e^{-i(\omega_r + \omega_0)t}a\sigma^- + e^{i(\omega_r - \omega_0)t}a^\dagger \sigma^- + e^{-i(\omega_r - \omega_0)t}a\sigma^+$. When $\omega_r \sim \omega_0$, the counter-rotating terms $a^\dagger \sigma^+$ and $a\sigma^-$ can be safely ignored by means of the rotating wave approximation. Therefore, we arrive at the famous Jaynes-Cummings (JC) type interaction

$$H_{\text{T-P}} = g(a^\dagger \sigma^- + a\sigma^+),$$

(4.4)

where $g = (I_p \mu_0 r^2/d) \sqrt{\omega_r/2L_r}$. Here $r$ is the radius of the PCQ loop, $d$ is the distance between the PCQ and central conductor of the TLR, and $\mu_0$ is Bohr magneton. The changes of magnetic flux within the loop induced by $I_p$ presented in the PCQ lead to small shifts in the transition frequencies ($m_s \rightarrow \pm 1$) of the NV [120; 152]. Through this small change in magnetic field the PCQ can couple to the NV via the Zeeman term,

$$H_{\text{N-P}} = \frac{1}{2}\eta \sigma_z S_z,$$

(4.5)

where the coupling is $\eta = I_p \mu_0 \gamma_e / r$.

Therefore, the basic unit of our system at site $p$ is thus governed by the Hamiltonian $H^0_p = H_{\text{TLR}} + H_{\text{PCQ}} + H_{\text{NV}} + H_{\text{T-P}} + H_{\text{N-P}}$. To get the eigenstates of the Hamiltonian $H^0_p$, we note that $[H^0_p, S_z] = 0$, thus $S_z$ can be replaced by its eigenvalue $m_s$. We then consider a sector of the Hamiltonian labeling by $m_s$,

$$H^0_p(m_s) = \omega_r(a^\dagger a + 1/2) + (\omega_0 + \eta m_s)\sigma_z/2 + g(a^\dagger \sigma^- + a\sigma^+) + \chi(m_s),$$

(4.6)

where $S_z|m_s\rangle = m_s|m_s\rangle$ and $\chi(m_s) = \gamma_e B_z m_s + D(m_s^2 - 2/3)$ is the eigenenergy of $H_{\text{NV}}$. Furthermore, the Hamiltonian can be written as a sum of two commuting parts, $H^0_p(m_s) - \chi(m_s) = H_I + H_{II}$, where

$$H_I = \omega_r(a^\dagger a + 1/2 + \sigma_z/2),$$

$$H_{II} = (-\Delta + \eta m_s)\sigma_z/2 + g(a^\dagger \sigma^- + a\sigma^+).$$

(4.7)

Here the detuning between the TLR and the PCQ is $\Delta = \omega_r - \omega_0$. The eigenstates of
\( H_I \), being of tensor product form, can be easily solved and denoted by

\[
|n,g\rangle = \frac{(a^\dagger)^n}{\sqrt{n!}} |0\rangle \otimes \left[ \begin{array}{c} 0 \\ 1 \end{array} \right],
\]

\[
|n,e\rangle = \frac{(a^\dagger)^n}{\sqrt{n!}} |0\rangle \otimes \left[ \begin{array}{c} 1 \\ 0 \end{array} \right],
\]

(4.8)

where \( n \) is the number of microwave photons in a single TLR, \(|g\rangle\) and \(|e\rangle\) are the ground and excited states of the two-level PCQ system. Via this observation and taking \( H_{II} \) into account, it is enough to diagonalize the Hamiltonian \( H_0^p(m_s) \) in the subspaces spanned by \(|n,e\rangle, |n+1,g\rangle\). The Hamiltonian projected into this subspaces is

\[
h_0^p(m_s) = \begin{bmatrix}
\langle n,e|H_0^p(m_s)|n,e\rangle & \langle n,e|H_0^p(m_s)|n+1,g\rangle \\
\langle n+1,g|H_0^p(m_s)|n,e\rangle & \langle n+1,g|H_0^p(m_s)|n+1,g\rangle
\end{bmatrix}.
\]

(4.9)

Since

\[
H_0^p(m_s)|n,e\rangle = [(n+1/2)\omega_r + (\omega_0 + \eta m_s)/2 + \chi(m_s)]|n,e\rangle + g\sqrt{n+1}|n+1,g\rangle,
\]

\[
H_0^p(m_s)|n+1,g\rangle = [(n+3/2)\omega_r - (\omega_0 + \eta m_s)/2 + \chi(m_s)]|n+1,g\rangle + g\sqrt{n+1}|n,e\rangle,
\]

(4.10)

the Hamiltonian \( h_0^p(m_s) \) can be explicitly written as

\[
\begin{bmatrix}
(n+1/2)\omega_r + (\omega_0 + \eta m_s)/2 + \chi(m_s) & g\sqrt{n+1} \\
g\sqrt{n+1} & (n+3/2)\omega_r - (\omega_0 + \eta m_s)/2 + \chi(m_s)
\end{bmatrix}.
\]

(4.11)

Therefore, diagonalizing the Hamiltonian Eq. (4.11) via the eigenequation \(|E\mathbf{I} - h_0^p(m_s)| = 0\), where \( E \) is the eigenenergy and \( \mathbf{I} \) is the identical matrix, the photon-dependent eigenenergies can be obtained,

\[
E_{\pm}(n) = (n+1)\omega_r \pm \Omega_n(\Delta)/2 + \chi(m_s),
\]

(4.12)

where the Rabi frequency is \( \Omega_n(\Delta) = \sqrt{4g^2(n+1) + (\Delta - \eta m_s)^2} \). The corresponding
Figure 4.1: (a) Schematic circuit for the resonator lattice, where each TLR is coupled to a single NV center encircled by a PCQ, and the red circles denote the central coupler. (b) The subsystem consisting of NV and PCQ, where NV is at the center of the loop. The PCQ is made up of three Josephson junctions, and it couples to the NV via the magnetic field at the center of the loop generated by the persistent currents in the loop. The energy levels of NV are shown in the red box.

eigenstates are

$$|n, +\rangle = \sin \frac{\beta_n}{2} |n, e\rangle + \cos \frac{\beta_n}{2} |n + 1, g\rangle,$$

$$|n, -\rangle = -\cos \frac{\beta_n}{2} |n, e\rangle + \sin \frac{\beta_n}{2} |n + 1, g\rangle,$$

(4.13)

where $\tan \beta_n = \frac{2g\sqrt{n+1}}{\Delta - \eta m_s}$. Therefore, the eigenstates of the whole Hamiltonian $H^0_p, |m_s, n, \pm\rangle = |m_s\rangle \otimes |n, \pm\rangle$, which consist of a microwave photon at TLR, an excitation mode from PCQ and an excitation mode from NV are called dressed states (polariton). The unperturbed TLR eigenstates $|n\rangle$ are modified (dressed) by the interaction with the PCQ and the NV, and their eigenfrequencies are shifted by the Rabi frequency.

We present a paradigm for a 2D TLR lattice coupled to the solid-state spins of the NV centers. We have shown that a specially engineered resonator lattice provides a practical platform to couple both individual spin and superconducting qubit, and engineer their interactions in a controllable way.
4.3 Mott-superfluid transition

We study the full Hamiltonian of the 2D square lattice by adding the on-site chemical potential and the nonlocal microwave photonic tunneling between adjacent sites. Here the photonic tunneling in our model can be realized by a central coupler which serves as an individual tunable quantum transducer to transfer photonic states between adjacent TLRs. Here, the central coupler may be conceived as a Josephson ring circuit [55; 81; 118], or a current-biased Josephson junction phase qubit [11; 105; 171; 172], or a capacitive coupling element [67], or an active nonreciprocal device as proposed in Ref. [75]. The Hamiltonian is given by

$$H = \sum_p H_p^0 + \sum_{\langle p,q \rangle} k_{\langle p,q \rangle} a_p^\dagger a_q - \sum_p \mu_p N_p, \quad (4.14)$$

where $\mu_p$ is the chemical potential at site $p$, $a_p$ ($a_p^\dagger$) is the annihilation (creation) operator of the photonic mode in the TLR at site $p$, and $k_{\langle p,q \rangle} = 2Z_0 C_{\langle p,q \rangle} (\omega_r + \delta_p) (\omega_r + \delta_q)$ are photonic tunneling rates between two adjacent resonators $p$ and $q$ denoted by $\langle p,q \rangle$, which are set by the tunable mutual capacitance $C_{\langle p,q \rangle}$ between resonator ends with characteristic impedance $Z_0$ and frequency shift $\delta_p$ due to random disorder [153]. Since $\omega_r \gg \delta_p$, one can assume that $k_{\langle p,q \rangle} = k = 2Z_0 C\omega_r^2$ without disorder for nearest-neighbor resonators, and $k_{\langle p,q \rangle} = 0$ for other resonator pairs. Here we have tuned the mutual capacitance $C_{\langle p,q \rangle} = C$ for all the photonic tunneling between two adjacent TLRs. The conserved quantity in our system is the total number of polaritons $N = \sum_p (a_p^\dagger a_p + \sigma_p^+ \sigma_p^- + \frac{1}{2} S_p^+ S_p^-)$ with $S^i$ ($\sigma^i$) the spin-1 (-1/2) operators ($i = \pm$). Thus we can define the chemical potential $\mu_p$ for polaritons at site $p$.

The photon-dependent eigenstates of the Hamiltonian $H_p^0$ are dressed states $|m_s, \pm, n\rangle$ with the eigenenergies Eq. (4.12). The interaction of this hybrid system $H_p^0$ is governed by the JC-type of coupling Eq. (4.4), which enables the interconversion of qubit excitations and photons, and provides the effective on-site repulsion. This effective on-site repulsion can be defined as the energy cost of adding an additional polariton into a lattice site [56]. Here we study the zero-temperature property of the Hamiltonian, thus only the lower energy band of Eq. (4.12) is considered. Therefore, the on-site repulsion is given by $U(n) = |E_{\langle m_{s,-n+1} \rangle} - E_{\langle m_{s,-n} \rangle} - \omega_r|$. Meanwhile, the microwave photon in the TLR can tunnel from one TLR to its neighboring TLRs. This competition between the effective on-site repulsion and the nearest neighbor photon hopping will lead to the Mott-superfluid transition. The difference between the Bose-Hubbard model [85] and our model is that
the conserved particles in our model are the polaritons rather than the pure bosons in the Bose-Hubbard model, and the effective on-site repulsion decreases with the growth of photon number [56] and goes to zero in the limit of large \( n \) as shown in Fig. 4.2, while it is a constant in the Bose-Hubbard model.

The phase can be distinguished using the corresponding order parameters. Here we choose the SF order parameter \( \psi = \langle a_p \rangle \) (set to be real) to differentiate the Mott-insulator state from the SF state. Using the mean-field theory [155; 156], we decouple the hopping term as \( a_p \dagger a_q = \langle a_p \dagger \rangle a_q + a_p \langle a_q \rangle - \langle a_p \dagger \rangle \langle a_q \rangle \); the resulting mean-field Hamiltonian can then be written as a sum over single sites,

\[
H^{MF} = \sum_p \left[ H^0_p - z k \psi (a_p \dagger + a_p) + z k \psi^2 - \mu N_p \right], \tag{4.15}
\]

where \( z = 4 \) is the number of nearest neighbors. Here we have assumed that the chemical potentials at all sites are equal, \( \mu_p = \mu \). Similarly, \( [H^{MF}, S_z] = 0 \), therefore, \( S_z \) can be treated as a \( c \)-number in the mean-field Hamiltonian and has three eigenvalues \( m_s = \pm 1, 0 \). We then replace the operator \( S_z \) by its eigenvalue \( m_s \) and consider a sector of the mean-field Hamiltonian \( H^{MF}(m_s) \). To fix the order parameter \( \psi \) in the mean-field Hamiltonian, the variational method is employed [56]. We study the zero-temperature phase diagram of the Hamiltonian \( H^{MF}(m_s) \), thus only the ground state is necessary to be taken into account. First, we write the mean-field Hamiltonian in the polariton basis,
Figure 4.3: The phase diagrams in the $\mu \sim k$ plane for different sets of NV-PCQ coupling $\eta$ and tunable magnetic fields $B_z$ applied on a NV, where $\mu$ and $k$ are the chemical potential and the photon hopping rate. The common parameters are $g = 1$, $\omega_r = 200$, $D = 100$, and $\gamma_e = -10^3$. The other parameters are set as follows: (a) $\eta = 0.01$, $B_z = 0.0005T$, and $\Delta = g$; the phase boundaries are plotted in (d), where $\Delta = 2g$ (solid), $g$ (dashed), and 0 (dot-dashed). (b) $\eta = 1.2$, $B_z = -0.3T$, and $\Delta = 0$; the phase boundaries are plotted in (e), where $B_z = -0.3T$ (solid), 0.0005T (dashed), and 0.3T (dot-dashed). (c) $\eta = 0.75$, $B_z = 0.3T$, and $\Delta = 0$; the phase boundaries are plotted in (f), where $\eta = 0.01$ (solid), $\eta = 0.75$ (dashed), and $\eta = 1.5$ (dot-dashed).
\{\ket{g,0}, \ket{e,0}, \ket{g,1}, \ket{e,1}, \ket{g,2}, \ket{e,2}, \ldots \}$. In this basis, $H^{MF}(m_s)$ reads

$$
\begin{pmatrix}
-\frac{\omega_r}{2} + \frac{m_s}{2} & 0 & -zk\psi & 0 & 0 & 0 \\
0 & \frac{g}{2} + \frac{m_s}{2} - \mu & -zk\psi & g & 0 & 0 \\
-zk\psi & g & \omega_r - \frac{g}{2} - \frac{m_s}{2} - \mu & 0 & 0 & 0 \\
0 & -zk\psi & 0 & \omega_r + \frac{g}{2} + \frac{m_s}{2} - 2\mu & \sqrt{2}g & 0 \\
0 & 0 & -\sqrt{2}zk\psi & 0 & \omega_r - \frac{g}{2} - \frac{m_s}{2} - 2\mu & 2\omega_r + \frac{g}{2} + \frac{m_s}{2} - 3\mu \\
0 & 0 & 0 & -\sqrt{2}zk\psi & 0 & 2\omega_r + \frac{g}{2} + \frac{m_s}{2} - 3\mu \\
0 & 0 & 0 & 0 & -\sqrt{2}zk\psi & 0 \\
0 & 0 & 0 & 0 & 0 & -\sqrt{2}zk\psi \\
\end{pmatrix}
$$

$$
+ \left[ \frac{\omega_r}{2} + \gamma_B m_s + D(m_s^2 - \frac{2}{3}) + zk\psi^2 - \mu(1 + \frac{m_s}{2} - \frac{m_s^2}{2}) \right] I.
$$

(4.16)

We then truncate $H^{MF}(m_s)$ at a finite value of $n$ photon states, $n_{\text{max}}$. Second, numerically diagonalize this Hamiltonian in the truncated basis and identify the ground state energy, $E_g$. Third, increase $n_{\text{max}}$ until $E_g$ converges to its value at $n_{\text{max}} = \infty$. Finally, minimize $E_g$ with respect to $\psi$ for different values of $\mu$ and $k$. The order parameter can then be fixed by $\{\psi(\mu,k) : \partial E_g(\mu,k)/\partial \psi = 0\}$. We plot $\psi$ in the $(\mu,k)$ plane to obtain the mean-field phase diagram/boundary when $\eta$ varies from the weak coupling regime ($\eta \ll g$) to the strong coupling regime ($\eta > g$) under the resonant/detuning case. The features of Fig. 4.3 are rich. The regime where $\psi = 0$ corresponds to the stable and incompressible MI lobes characterized by a fixed number of excitations per site with no variance. In each MI lobe, due to the nonlinearity and anharmonicity in the spectrum originating from the photon blockade effect [9; 64; 89], the strong TLR-PCQ interaction leads to an effective large polariton-polariton repulsion which freezes out hopping and localizes polaritons at individual lattice sites. By contrast, strong hopping favors delocalization and leads to a condensation of the particles into the zero-momentum state; namely, $\psi \neq 0$ indicates a SF compressible phase with the stable ground state at each site corresponding to a coherent state of excitations. The compressibility is defined as the changeability of the average number of polaritons per site in the grand canonical ensemble, $\rho = -\partial E_g(\psi = \psi_{\text{min}})/\partial \mu$. When $\partial \rho/\partial \mu = 0$, the system has constant density and is incompressible; otherwise the system is compressible [56].

Analogous to the Bose-Hubbard model, the underlying physical picture is that the MI-SF phase transition results from the interplay between polariton delocalization and on-site repulsive interaction. Therefore, the phase boundary primarily depends on the ratio of the photon-hopping $k$ to the on-site repulsion. When the on-site repulsion dominates over hopping, the system is in the MI phase, otherwise the system is in the SF phase. From the expressions of the parameter $\eta$ and $g$, we can find that reduction of the size of the PCQ loop will increase $\eta$ but decrease $g$, and the adjustment of the distance $d$
only affects the TLR-PCQ interaction. Furthermore, the detuning ∆ is also tunable by varying the magnetic field applied on the NV. In Fig. 4.3, one can find that the size of the MI lobes varies with ∆.

Further insight into the transition can be gained when the photonic hopping with complex-valued amplitude exists in Eq. (4.14), where the hopping process becomes 

\[ -\sum_{\langle p,q \rangle} k(p,q) e^{i\phi(p,q)} a^\dagger_p a_q \text{ with tunneling phase } \phi(p,q) = -\phi(q,p) \text{ and we set } k(p,q) = k. \]

We emphasize that this process is possible if the intermediate coupling elements break time-reversal symmetry [55; 65; 81; 118; 121]. It can be realized by the passive coupling elements. By the meaning of passive, the coupler only transfers photons via intermediate virtual excitations and otherwise remains in its ground state at all times. Consequently, the coupler degrees of freedom can be integrated out so that the effective hopping for the passive coupling elements becomes complex. The complex tunneling amplitude \( k(p,q) e^{i\phi(p,q)} \) provides a new perspective in the dynamical evolution of the system. Consider the case where the tunneling phases inside each row/column of the TLR lattice in Fig. 4.1 are equal, and the phases in all the rows/columns are in an alternate pattern of \( \{2\pi\alpha, -2\pi\alpha, 2\pi\alpha, -2\pi\alpha, \cdots\} \), then in the mean-field approximation, the hopping term becomes

\[
-\sum_{\langle p,q \rangle} k(p,q) e^{i\phi(p,q)} a^\dagger_p a_q = -\sum_{\langle p,q \rangle} k e^{i\phi(p,q)} a^\dagger_p a_q,
\]

\[
= -k \sum_p (e^{i2\pi\alpha} a^\dagger_{p+\hat{x}} a_p + e^{i2\pi\alpha} a^\dagger_{p+\hat{y}} a_p + \text{H.c.}),
\]

\[
= \sum_p [-z k \psi \cos (2\pi\alpha) (a^\dagger_p + a_p) + z k \psi^2 \cos (2\pi\alpha)],
\]

(4.17)

where \( \hat{x} \) (\( \hat{y} \)) is the unit vector in the \( x \) (\( y \)) direction. Here we have applied the mean-field approximation in the third line of Eq. (4.17). Therefore, the total Hamiltonian under the mean-field approximation reads

\[
H^{\text{MF}}_\alpha = \sum_p \left[ H^0_p - z k \psi \cos(2\pi\alpha)(a^\dagger_p + a_p) + z k \psi^2 \cos(2\pi\alpha) - \mu N_p \right].
\]

(4.18)

The phase diagram is exhibited in Fig. 4.4; we find that the boundary line gradually shifts to the right as \( \alpha \) increases in the interval \([0, 1/4]\). Because of the spatial variation of the tunneling phase, the wave function of a polariton from one lattice site to another acquires a nontrivial phase, which actually reduces the effective hopping rates from \( k \) to \( k \cos (2\pi\alpha) \).
Figure 4.4: (a) The order parameter $\psi$ in the $\mu \sim k$ plane. The parameters are $g = 1$, $\omega_r = 200$, $D = 100$, $\gamma_e = -10^3$, $\eta = 0.01$, $B_z = 0.0005T$, $\alpha = 0.2$, and $\Delta = 0$. The corresponding phase boundaries are plotted in (b), where the solid, dashed, and dot-dashed line denote $\alpha = 0$, 0.2, and 0.24, respectively.

4.4 Dissipative effects

Generally, nonequilibrium processes such as the dissipative effect, are crucial in solid-state devices. We show that the signature of the Mott-superfluid transition remains even in the presence of the engineered dissipation by the quantum trajectory method [16; 123] (see Appendix I for details). By this approach, the non-Hermitian Hamiltonian is formulated as

$$H_{\text{diss}} = H^{\text{MF}} - \frac{i\Gamma}{2} \sum_p \sigma_p^+ \sigma_p^- - \frac{i\kappa}{2} \sum_p a_p^\dagger a_p,$$  \hspace{1cm} (4.19)

where $\kappa$ is the decay rate of the TLR, and $\Gamma$ is the decay rate from the effective excited state $|e\rangle$ to the ground state $|g\rangle$ of the PCQ. In our case, the dissipative effects result from the unavoidable interaction between the PCQ/TLR and the corresponding Markovian environment; for example, the interaction between the output of the TLR and the corresponding vacuum field will result in photon escape into the environment. Here the dissipative effects of the NV are negligible, compared with $\kappa$ and $\Gamma$. The phase diagrams under dissipative effects are displayed in Fig. 4.5. Once the hopping rate is increased beyond a critical value, the system is expected to undergo a nonequilibrium QPT from a MI phase, where the initial photon population imbalance between two resonators is self-trapped, to a SF phase where it coherently oscillates between the two TLRs [65]. Furthermore, another obvious feature is that the size of the MI phase becomes larger with the growth of dissipative rates. Note that the effective on-site repulsion becomes
stronger at lower excitation number as depicted in Fig. 4.2, which implies that the dissipative effect (inducing the decrease of the excitation number) favors the MI phase. As a result, the dissipation results in the dynamical switching from SF phase to MI phase and causes the enlargement of the size of MI phase.

4.5 Experimental feasibility

We briefly stress the relevant experimental progress. On one hand, it is possible to fabricate large arrays to observe many-body physics of interacting polaritons since resonators and qubits can be made lithographically [151]. Actually, it is indeed feasible to couple over 200 TLRs with negligible disorders (on the order of a few parts in $10^4$) in a 2D lattice using a 32mm×32mm sample. This number can easily be extended to more than 1000 TLRs on a full two-inch wafer [65]. On the other hand, how to probe quantum many-body states of polaritons is still an open question in photonic quantum simulation [102]. The previous works suggested measuring the individual TLR through mapping the excitations into the qubit followed by obtaining the state-selective resonance fluorescence spectrum [5; 60; 61], but a remaining technical challenge is the realization
of high-efficiency photon detectors. Alternatively, the local statistical property of the TLR can be analyzed readily using combined techniques of photon-number-dependent qubit transition [74; 141] and fast readout of the qubit state through a separate low-Q resonator mode [92], for which the high-efficiency photon detectors are not required. Experimentally, transmission and reflection measurements for circuit-QED arrays have been implemented successfully in small systems with one or two resonators [22; 74; 160]. In order to distinguish between different phases of the system, one can also experimentally probe beyond transmission, such as by two-tone spectroscopy and a second-order coherence function (photon statistics) to reveal additional information [43; 144; 149]. For instance, by driving a TLR with a microwave source and detecting the output field of the other TLR, we could probe the properties of the system by independently detecting the correlation between two remote sites. The tunability of coupling strengths in our system enables one to measure these quantities relative straightforwardly.

Finally, we survey the relevant experimental parameters. Given the flexibility of circuit-QED, we can access a wide range of tunable experimental parameters for TLR-PCQ coupling strength $g$ and hopping rate $k_{\langle p,q \rangle}$. Taking $L_r = 2nH$, $\omega_r/2\pi = 6$ GHz, $I_p = 600nA$, and $r = 0.2\mu m$, we get $\eta/2\pi \approx 140KHz$ and $g/2\pi \approx [1.8, 180]$MHz when the distance $d$ varies from 5$\mu m$ to 50nm. In Ref. [153], the authors measured devices with photon hopping rates $k/2\pi$ from 0.8 to 31 MHz in resonator lattices. The electron-spin relaxation time $T_1$ of the NV ranges from 6 ms at room temperature [116] to 28-265 s at low temperature [59]. In addition, later experimental progress [6] with isotopically pure diamond has demonstrated a longer dephasing time to be $T_2 = 1.8$ms. Therefore, the dissipation and decoherence of the NV are negligible.
Chapter 5

Summary and outlook

In Chapter 2, we investigate the topological phase and the Majorana bound state in the spin-singlet superconductor with Rashba and Dresselhaus (110) spin-orbit couplings. In Sec. 2.4, we find that there exist flat Andreev bound states which host Majorana fermions in the s-wave Dresselhaus (110) superconductor. In Sec. 2.5, we study the topological properties of the spin-orbit coupled spin-singlet superconductor. Due to the particle-hole symmetry of the BdG Hamiltonian, we can use the Pfaffian invariant $\mathcal{P}$ to demonstrate all the possible phase diagrams of the spin-singlet superconductor with Rashba and Dresselhaus (110) spin-orbit couplings. We find that only when the Hamiltonian has partial particle-hole symmetry or chiral symmetry, the edge spectrum is Majorana flat band protected by the edge index, namely, one dimensional Pfaffian invariant $\mathcal{P}(k_y)$ or the winding number $W(k_y)$; otherwise the edge spectrum is Dirac cone. These edge indices can be used in determining the location of the zero-energy Majorana flat bands. The Majorana flat band implies a peak in the density of states which is clearly visible and can be detected in the transport measurements [7; 28; 109; 127; 164].

In Chapter 3, we use the Keldysh formalism to comprehensively study the two-lead tunneling in Majorana nanowire with and without short-range Coulomb interaction and disorder. A zero-bias dc conductance peak appears in our layout which implies the existence of Majorana fermion and is consistent with previous experiments on InSb nanowire [23; 27; 31; 40; 91; 109]. We find that since the Majorana fermion is a fermion that is its own antiparticle, there exists a hole transmission channel which makes the currents asymmetric at the left and right leads. This current asymmetry may be used as a criterion for detecting the Majorana fermion in our two-lead setup as depicted in Fig. 3.1. For the ac voltage, we find that the current response is enhanced in step with the increase of level broadening and the decrease of temperature, and finally saturates at high voltage.
The effects of short-range Coulomb interaction and disorder to the Majorana transport have been considered via bosonization method and renormalization group analysis. We find that there is a topological phase transition in the interplay of superconductivity and disorder. In the topological superconducting phase, the Majorana transport remains, otherwise the transport will destroy in the non-topological insulator phase.

In Chapter 4, we devise a concrete hybrid system to engineer a photonic Mott-superfluid phase transition in a 2D square lattice of TLRs coupled to a single NV encircled by a PCQ. We find that the interplay between the on-site repulsion and the photon tunneling leads to the photonic localization-delocalization transition (MI-SF transition). In the presence of dissipation, the phase diagram can be obtained by the mean-field approach and the quantum trajectory method. Facilitated by the good connectivity in circuit-QED, experiments combining both scalability and long coherence times are expected in the coming few years; at that stage the investigation of photonic quantum phase transition using TLR lattice systems can be realized.

We now discuss possible future research directions. For Part I, it is interesting to apply the recursive Green function method to explore the transport property of different kinds of junctions involving topological insulator, topological superconductor, ferromagnet, quantum dot and so on [18; 49; 78; 95; 157; 162]. We would like to study the influence of these junctions on the zero-bias conductance peak which is a signal of Majorana fermion. Meanwhile, we can also study the effects of magnetic field, interaction, Kondo impurity, disorder and geometry of device on the transport. For Part II, it is interesting to study simulations of many body physics by the cavity-QED and circuit-QED systems [22; 50; 65; 73; 93; 111; 117; 124; 160; 167]. For example, we would like to study simulation of the fractional quantum Hall effect by the cavity or circuit QED system [62].
Appendix A

Edge spectra of topological superconductor with mixed spin-singlet pairings

The superconductors with mixed $s$-wave and $d$-wave pairing symmetries are of the case (a), (f) and (g) in Tab. 2.1. For each case, there are three different kinds of phase diagrams depending on the hopping amplitude $t$ as demonstrated in Fig. 2.5(b)-2.5(d). Although the edge spectrum becomes more complicated, there are no qualitative differences in the edge spectrum between the $d + s$-wave superconductor and the pure $d$-wave or $s$-wave superconductor. The edge spectra for the $d_{x^2−y^2} + s$-wave superconductor with Dresselhaus (110) spin-orbit coupling are shown in Fig. A.1. Due to the partial particle-hole symmetry and the chiral symmetry, the edge spectra of this kind of superconductor are Majorana flat bands protected by the Pfaffian invariant $\mathcal{P}(k_y)$ and the winding number $\mathcal{W}(k_y)$. Notice that in Fig. A.1(f) and Fig. A.1(t), the winding number $\mathcal{W}(k_y)$ in some range of $k_y$ is 2, however, its parity namely the Pfaffian invariant $\mathcal{P}(k_y)$ is 1. Therefore, the phase is trivial in this range of $k_y$. The edge spectra for the $d_{x^2−y^2} + id_{xy} + s$-wave superconductor with Rashba/Dresselhaus (110) spin-orbit coupling are shown in Fig. A.2 and Fig. A.3 respectively. Without protection of the partial particle-hole symmetry or the chiral symmetry, the Majorana flat bands disappear and become Dirac cones. In the nontrivial topological phase, we find that the edge spectra have an odd number of Dirac cones.
Figure A.1: (a)-(e) and (k)-(o) are the edge spectra of the $d_{x^2-y^2}+s$-wave superconductor with Dresselhaus (110) spin-orbit coupling in case (f) of Tab. 2.1. There are three different kinds of phase diagrams depending on the hopping amplitude $t$ as shown in Fig. 2.5(b)-2.5(d). For the phase diagram of Fig. 2.5(b), the edge spectra are demonstrated in (a), (b) and (c). The parameters are $t=2$, $\beta=1$, $\Delta_{s_1}=1$, $\Delta_{d_1}=2$ and (a) $\mu=0$, $V^2=16$, (b) $\mu=-2.5$, $V^2=36$, (c) $\mu=-4$, $V^2=20$, which correspond to regions I, II and III in Fig. 2.5(b) respectively. (f), (g) and (h) are the Pfaffian invariant and winding number for (a), (b) and (c). For the phase diagram of Fig. 2.5(c), the edge spectra are demonstrated in (d), (e), (k) and (l). The parameters are $t=1$, $\beta=1$, $\Delta_{s_1}=1$, $\Delta_{d_1}=2$ and (d) $\mu=0$, $V^2=12$, (e) $\mu=0$, $V^2=20$, (k) $\mu=-1.8$, $V^2=30$, (l) $\mu=-4.5$, $V^2=25$, which correspond to regions I, II, III and IV in Fig. 2.5(c) respectively. (i), (j), (p) and (q) are the Pfaffian invariant and winding number for (d), (e), (k) and (l). For the phase diagram of Fig. 2.5(d), the edge spectra are demonstrated in (m), (n) and (o). The parameters are $t=0.5$, $\beta=1$, $\Delta_{s_1}=1$, $\Delta_{d_1}=2$ and (m) $\mu=0$, $V^2=16$, (n) $\mu=-7$, $V^2=81$, (o) $\mu=-1$, $V^2=5$, which correspond to regions I, II and III in Fig. 2.5(d) respectively. (r), (s) and (t) are the Pfaffian invariant and winding number for (m), (n) and (o).
Figure A.2: (a)-(j) are the edge spectra of the $d_{x^2-y^2} + id_{xy} + s$-wave superconductor with Rashba spin-orbit coupling in case (a) of Tab. 2.1. For the phase diagram of Fig. 2.5(b), the edge spectra are demonstrated in (a), (b) and (c). The parameters are $t = 2$, $\alpha = 1$, $\Delta_{s1} = 1$, $\Delta_{s2} = 0$, $\Delta_{d1} = 2$, $\Delta_{d2} = 1$ and (a) $\mu = 0$, $V_z = 4$, (b) $\mu = -2.5$, $V_z = 6$, (c) $\mu = -4$, $V_z = 2\sqrt{5}$, which correspond to regions I, II and III in Fig. 2.5(b) respectively. For the phase diagram of Fig. 2.5(c), the edge spectra are demonstrated in (d), (e), (f) and (g). The parameters are $t = 1$, $\alpha = 1$, $\Delta_{s1} = 1$, $\Delta_{s2} = 0$, $\Delta_{d1} = 2$, $\Delta_{d2} = 1$ and (d) $\mu = 0$, $V_z = 2\sqrt{3}$, (e) $\mu = 0$, $V_z = 2\sqrt{5}$, (f) $\mu = -1.8$, $V_z = \sqrt{30}$, (g) $\mu = -4.5$, $V_z = 5$, which correspond to regions I, II, III and IV in Fig. 2.5(c) respectively. For the phase diagram of Fig. 2.5(d), the edge spectra are demonstrated in (h), (i) and (j). The parameters are $t = 0.5$, $\alpha = 1$, $\Delta_{s1} = 1$, $\Delta_{s2} = 0$, $\Delta_{d1} = 2$, $\Delta_{d2} = 1$ and (h) $\mu = 0$, $V_z = 4$, (i) $\mu = -7$, $V_z = 9$, (j) $\mu = -3$, $V_z = 3$, which correspond to regions I, II and III in Fig. 2.5(d) respectively.
Figure A.3: (a)-(j) are the edge spectra of the $d_{x^2-y^2} + id_{xy} + s$-wave superconductor with Dresselhaus (110) spin-orbit coupling in case (g) of Tab. 2.1. For the phase diagram of Fig. 2.5(b), the edge spectra are demonstrated in (a), (b) and (c). The parameters are $t = 2$, $\beta = 1$, $\Delta_{s1} = 1$, $\Delta_{s2} = 0$, $\Delta_{d1} = 2$, $\Delta_{d2} = 1$ and (a) $\mu = 0$, $V^2 = 16$, (b) $\mu = -2.5$, $V^2 = 36$, (c) $\mu = -4$, $V^2 = 20$, which correspond to regions I, II and III in Fig. 2.5(b) respectively. For the phase diagram of Fig. 2.5(c), the edge spectra are demonstrated in (d), (e), (f) and (g). The parameters are $t = 1$, $\beta = 1$, $\Delta_{s1} = 1$, $\Delta_{s2} = 0$, $\Delta_{d1} = 2$, $\Delta_{d2} = 1$ and (d) $\mu = 0$, $V^2 = 12$, (e) $\mu = 0$, $V^2 = 20$, (f) $\mu = -1.8$, $V^2 = 30$, (g) $\mu = -4.5$, $V^2 = 25$, which correspond to regions I, II, III and IV in Fig. 2.5(c) respectively. For the phase diagram of Fig. 2.5(d), the edge spectra are demonstrated in (h), (i) and (j). The parameters are $t = 0.5$, $\beta = 1$, $\Delta_{s1} = 1$, $\Delta_{s2} = 0$, $\Delta_{d1} = 2$, $\Delta_{d2} = 1$ and (h) $\mu = 0$, $V^2 = 16$, (i) $\mu = -7$, $V^2 = 81$, (j) $\mu = -1$, $V^2 = 5$, which correspond to regions I, II and III in Fig. 2.5(d) respectively.
Appendix B

Keldysh non-equilibrium Green function

The kernel of equilibrium many-body theory is the time-ordered Green function given by

\[ G_c(t, t') = -i \frac{\langle \Psi_0 | T \{ \psi_H(t) \psi_H^\dagger(t') \} | \Psi_0 \rangle}{\langle \Psi_0 | \Psi_0 \rangle}, \quad (B.1) \]

where \( T \) is the time-ordered operator, \( \psi_H(t) \) is the field operator in the Heisenberg picture and \( \Psi_0 \) is the ground state of the full Hamiltonian. Here the full Hamiltonian can be divided into two parts, \( H = H_0 + V \), where \( H_0 \) is the non-interacting part of the Hamiltonian in which the ground state \( \Phi_0 \) can be easily obtained, and \( V \) is the interacting part of the Hamiltonian. However, the exact ground state \( \Psi_0 \) of the Hamiltonian \( H \) is generally hard to be acquired. To make any progress, we can express the exact ground state \( \Psi_0 \) in terms of quantities we know, for example the non-interacting ground state \( \Phi_0 \). These two states are related by the \( S \)-matrix as given in the Gell-Mann and Low theorem [101]:

\[ |\Psi_0\rangle = S(0, -\infty) |\Phi_0\rangle. \quad (B.2) \]

We have introduced the \( S \)-matrix which changes the wavefunction from \( \psi(t') \) to \( \psi(t) \): \( \psi(t) = S(t, t') \psi(t') \). Therefore the traditional argument is that one starts in the remote past \( t = -\infty \) with the ground state \( \psi(-\infty) = \Phi_0 \) of the non-interacting Hamiltonian \( H_0 \). The operator \( S(0, -\infty) \) brings this wave function adiabatically up to the present \( t = 0 \). We now have the ground state \( \psi(0) = \Psi_0 \) which contains the effects of the
interaction $V$, so that it is an eigenstate of $H$. In equilibrium, one possible and reasonable assumption is that as $t \to +\infty$, $\psi(\infty) = S(\infty, 0)\Psi_0$ is equal to $\Phi_0$ except for a phase factor. Therefore, the equilibrium time-ordered Green function can be rewritten as

$$G_e(t, t') = -i \frac{\langle \Phi_0 | \mathcal{T} \{ S(\infty, -\infty) \psi_H(t) \psi_H^\dagger(t') \} | \Phi_0 \rangle}{\langle \Phi_0 | S(\infty, -\infty) | \Phi_0 \rangle}.$$  

(B.3)

Starting from this formula, the diagrammatic technique for calculating the equilibrium Green function perturbatively can be developed [101].

However, because in the non-equilibrium problem the irreversible effects break the symmetry between $t = -\infty$ and $t = +\infty$, the initial state at $t = -\infty$ is generally different from the final state at $t = +\infty$. This makes the assumption in equilibrium problem where the initial and final states are equal up to a phase factor invalid. Therefore, we cannot define the non-equilibrium Green function by virtue of Eq. (B.3).

For non-equilibrium problem, one can abandon this assumption by first evolving the Hamiltonian from $t = -\infty$ to the moment of interest $\tau$, and then continuously evolving the Hamiltonian back in time from $\tau$ to $t = -\infty$. The advantage of this so-called Keldysh formalism is that one starts and ends with a known state $\psi(-\infty) = \Phi_0$ which is the eigenstate of $H_0$ and is usually the only state we knows exactly. In this formalism one can define the Keldysh Green function as follows:

$$G(t, t') = -i \frac{\langle \Phi_0 | \mathcal{T}_K \{ S(-\infty, -\infty) \psi_H(t) \psi_H^\dagger(t') \} | \Phi_0 \rangle}{\langle \Phi_0 | S(-\infty, -\infty) | \Phi_0 \rangle},$$  

(B.4)

where $\mathcal{T}_K$ is the contour-ordered operator on the time loop as shown in Fig. B.1(a). This Keldysh contour contains two pieces: the outgoing branch $L_1$ from $t = -\infty$ to $t = +\infty$ and the ingoing branch $L_2$ from $t = +\infty$ to $t = -\infty$. The $S$-matrix, $S(-\infty, -\infty)$ should be interpreted in the contour-ordered sense [101]. With this definition Eq. (B.4), the contour-ordered Green function contains four different functions as shown in Fig. B.1(b)-(e),

$$G(t, t') = \begin{cases} G_e(t, t') & t, t' \in L_1 \\ G_e^>(t, t') & t \in L_2, t' \in L_1 \\ G_e^<(t, t') & t \in L_1, t' \in L_2 \\ G_e(t, t') & t, t' \in L_2 \end{cases},$$  

(B.5)

where $G_e(t, t')$ is the usual time-ordered Green function, $G_e(t, t')$ is the anti-time-ordered
Green function, $G^>(t,t')$ is the greater Green function and $G^<(t,t')$ is the lesser Green function.

Next we study the analytic continuation of the Keldysh Green function. The main technical trick needed in the analytic continuation is Langreth Theorem. Considering the following product,

$$A(t,t') = \int_L d\tau B(t,\tau)C(\tau,t'),$$

where $L$ is the Keldysh contour. The lesser Green function is then given by

$$A^<(t,t') = \int_{L_1} d\tau B(t,\tau)C^<(\tau,t') + \int_{L_2} d\tau B^<(t,\tau)C(\tau,t'),$$

where $L_1$ and $L_2$ are the outgoing and ingoing branches of the Keldysh contour $L$. Considering the first term and splitting the integral into two parts, we have

$$\int_{L_1} d\tau B(t,\tau)C^<(\tau,t') = \int_{-\infty}^{t} dt_1 B^>(t,t_1)C^<(t_1,t') + \int_{t}^{\infty} dt_1 B^<(t,t_1)C^<(t_1,t'),$$

$$= \int_{-\infty}^{\infty} dt_1 \theta(t - t_1)(B^>(t,t_1) - B^<(t,t_1))C^<(t_1,t'),$$

$$= \int_{-\infty}^{\infty} dt_1 B^R(t,t_1)C^<(t_1,t'),$$
where $B^R(t, t_1)$ is the retarded Green function. Similarly, we have
\[
\int_{L_2} d\tau B(t, \tau) C^<(\tau, t') = \int_{-\infty}^{\infty} dt_1 B^<(t, t_1) C^A(t_1, t'),
\]  
(B.9)
where $C^A(t_1, t')$ is the advanced Green function. Finally, we arrive at
\[
A^<(t, t') = \int_{-\infty}^{\infty} dt_1 [B^R(t, t_1) C^<(t_1, t') + B^\leq(t, t_1) C^A(t_1, t')].
\]  
(B.10)
Similarly, for the greater Green function, we have
\[
A^>(t, t') = \int_{-\infty}^{\infty} dt_1 [B^R(t, t_1) C^>(t_1, t') + B^\geq(t, t_1) C^A(t_1, t')].
\]  
(B.11)
Usually, one also needs the retarded (or advanced) component of a product of Green functions defined on the Keldysh contour. We first express the retarded Green function in terms of the lesser and greater Green function [101],
\[
A^R(t, t') = \theta(t - t') [A^>(t, t') - A^<(t, t')],
\]  
(B.12)
then substituting the definitions of lesser and greater Green functions Eq. (B.10) and Eq. (B.11) into Eq. (B.12), we have
\[
A^R(t, t') = \int_t^{t'} dt_1 B^R(t, t_1) C^R(t_1, t').
\]  
(B.13)
Similarly, the analytic continuation of the greater Green function is
\[
A^A(t, t') = \int_t^{t'} dt_1 B^A(t, t_1) C^A(t_1, t').
\]  
(B.14)
Appendix C

Green function and self-energy for Majorana nanowire

Here we use the equation of motion method to study the Green function of the wire. The Keldysh Green function for the nanowire is defined as \( G_{ij}(t, t') = -i \langle T_K \gamma_i(t) \gamma_j(t') \rangle \). We first consider the time evolution of this Green function. By definition

\[
G_{ij}(t, t') = -i \theta(t - t') \langle \gamma_i(t) \gamma_j(t') \rangle + i \theta(t' - t) \langle \gamma_j(t') \gamma_i(t) \rangle,
\]

where \( \theta(t - t') \) is defined on the Keldysh contour. Then we have

\[
\partial_t G_{ij}(t, t') = -2i \delta(t - t') \delta_{i,j} - i \langle T_K \partial_t \gamma_i(t) \gamma_j(t') \rangle.
\]

Using the Heisenberg equation \( i \partial_t \gamma_k(t) = [\gamma_k(t), H] \), where \( H \) is the Hamiltonian of the system, it is easy to check that the time evolution of Majorana operator is

\[
i \partial_t \gamma_k(t) = -2i \sum_i t_{ik} \gamma_i(t) - \sum_{p,s=L,R} 2(V^*_p c_{p,s}(t) - V_p c_{p,s}(t)).
\]

Substituting Eq. (C.3) into Eq. (C.2), after some calculations we have

\[
i \partial_t G_{ij}(t, t') = 2\delta(t - t') \delta_{i,j} + 2i \sum_k t_{ik} G_{kj}(t, t') \\
+ 2 \sum_{p,s=L,R} (V_{pi,s} G_{pj,s}(t, t') - V^*_{pi,s} \overline{G}_{pj,s}(t, t')),
\]

where \( G_{pj,s}(t, t') = -i \langle T_K \gamma_j(t) c_{p,s}(t') \rangle \) and \( \overline{G}_{pj,s}(t, t') = -i \langle T_K \gamma_j(t') c_{p,s}(t) \rangle \).
where the Green function for the tunnelings are given by

\[
G_{pj,s}(t, t') = -i \langle T_K c_{pj,s}(t) \gamma_j(t') \rangle,
\]

\[
\overline{G}_{pj,s}(t, t') = -i \langle T_K c_{pj,s}^\dagger(t) \gamma_j(t') \rangle.
\]

Similarly, we can use the equation of motion method \cite{101} to express these two tunneling Green functions in terms of the wire Green function. for example, we have

\[
(i\partial_t - \xi_{p,s}) G_{pj,s}(t, t') = \sum_i V_{pi,s}^* G_{ij}(t, t'),
\]

which leads to the following closed form for \( G_{pj,s}(t, t') \),

\[
G_{pj,s}(t, t') = \sum_i \int dt'' G^0_p(t, t'') V_{pi,s}^* G_{ij}(t'', t'),
\]

and similarly,

\[
\overline{G}_{pj,s}(t, t') = -\sum_i \int dt'' \overline{G}^0_p(t, t'') V_{pi,s} G_{ij}(t'', t'),
\]

where the free lead Green function is defined as

\[
G^0_p(t, t') = -i \langle T_K c_p(t) c_p^\dagger(t') \rangle_0,
\]

\[
\overline{G}^0_p(t, t') = -i \langle T_K c_p^\dagger(t) c_p(t') \rangle_0.
\]

It is easy to check that the free lead Green functions satisfy the point charge source equation,

\[
(i\partial_t - \xi_{p,L}) G^0_p(t, t') = \delta(t-t'),
\]

\[
(i\partial_t + \xi_{p,L}) \overline{G}^0_p(t, t') = \delta(t-t'),
\]

which lead to the closed forms for \( G_{pj,s}(t, t') \) and \( \overline{G}_{pj,s}(t, t') \) respectively.

Therefore, substituting Eq. (C.6) and Eq. (C.7) into Eq. (C.4), we have

\[
i\partial_t G_{ij}(t, t') = 2\delta(t-t')\delta_{i,j} + 2i \sum_k t_{ik} G_{kj}(t, t') + 2 \sum_{k,s=L,R} \int dt'' \Sigma_{ik,s}(t, t'') G_{kj}(t'', t'),
\]
where the self-energy is \( \Sigma_s = \Sigma_s^e + \Sigma_s^h \). The electron and hole self-energies are given by

\[
\Sigma_{ik,s}^e(t, t'') = \sum_p V_{pi,s}(t) G_{p,s}^0(t, t'') V_{pk,s}^*(t''),
\]

\[
\Sigma_{ik,s}^h(t, t'') = \sum_p V_{pk,s}(t) G_{p,s}^0(t, t'') V_{pi,s}^*(t'').
\]

We now study the retarded component of the self-energy \( \Sigma_{ik}^R = \Sigma_{ik,L}^e R + \Sigma_{ik,R}^e + \Sigma_{ik,L}^h + \Sigma_{ik,R}^h \), where

\[
\Sigma_{ik,s}^e(t, t'') = \sum_p V_{pi,s}(t) G_{p,s}^0(t, t'') V_{pk,s}^*(t''),
\]

\[
\Sigma_{ik,s}^h(t, t'') = \sum_p V_{pk,s}(t) G_{p,s}^0(t, t'') V_{pi,s}^*(t'').
\]

By the wide-band approximation, the retarded self-energy is

\[
\Sigma_{ik,s}^e(t, t'') = \frac{i}{\pi} \frac{\delta}{2} \Gamma(t) \delta(t - t'').
\]

Substituting the free retarded Green function in Appendix D into Eq. (C.13), the retarded self-energy for electron becomes

\[
\Sigma_s^e(t, t'') = \frac{i}{2} \Gamma_s(t) \delta(t - t'').
\]

Similarly, the retarded self-energy for hole is

\[
\Sigma_s^h(t, t'') = -\frac{i}{2} \Gamma_s^*(t) \delta(t - t'').
\]

Therefore, the retarded self-energy for the Majorana nanowire is

\[
\Sigma^R(t, t'') = \frac{i}{2} \Gamma(t) \delta(t - t''),
\]

where \( \Gamma(t) = \Gamma_L(t) + \Gamma_R(t) + \Gamma_L^*(t) + \Gamma_R^*(t) \). Finally, by the analytic continuation [101] of Eq. (C.10), we have

\[
i \partial_t G_{ij}^R(t, t') = 2 \delta(t - t') \delta_{ij} + 2i \sum_k t_{ik} G_{kj}^R(t, t') + 2 \sum_k \int dt'' \Sigma_{ik}^R(t, t'') G_{kj}^R(t'', t').
\]

Substituting Eq. (C.16) into it, we arrive at

\[
i \partial_t - 2i t + i \Gamma(t) \right] G^R(t, t') = 2 \delta(t - t'),
\]

which
leads to the solution to the retarded Green function

$$G^R(t, t') = -2i\theta(t - t')e^{-[\Gamma(t')]dt'}. \quad \text{(C.18)}$$

Next we study the lesser self-energy of Majorana nanowire, $\Sigma_{ik}^< (t, t'') = \sum_{s=L,R} [\Sigma_{ik,s}^< (t, t'')] + \sum_{ik,s}^h (t, t'')]$. By Eq. (C.11) and making use of the explicit expressions for the free Green functions in Appendix D and the level broadening matrix, we obtain

$$\Sigma_{ik}^< (t, t'') = i \sum_{s=L,R} \frac{d\varepsilon}{2\pi} e^{-i\varepsilon(t-t'')} f_s(\varepsilon) \{[\Gamma_s(\varepsilon, t, t'')]_{ik} + [\Gamma^*_s(-\varepsilon, t, t'')]_{ik}\}. \quad \text{(C.19)}$$

With the wide-band approximation, the lesser self-energy for the wire can be further reduced to

$$\Sigma^< (t, t'') = \sum_{s=L,R} \frac{d\varepsilon}{2\pi} e^{-i\varepsilon(t-t'')} [if_s(\varepsilon)] [\Gamma_s e^{-ie\int_{t'}^{t} U_s(t')dt'} + \Gamma^*_s e^{-ie\int_{t'}^{t} U_s(t')dt'}]. \quad \text{(C.20)}$$
Appendix D

Useful expressions for the free Green functions

We first study the free lesser Green function $G^0_<(p, s)(t, t') = i \langle c^\dagger_{p,s}(t') c_{p,s}(t) \rangle_0$. By the equation of motion method, we find that this Green function satisfies the differential equation,

$$\partial_t G^0_<(p, s)(t, t') = -i \xi_{p,s}(t) G^0_<(p, s)(t, t'),$$

which has the solution $G^0_<(p, s)(t, t') = G^0_<(p, s)(t', t') e^{-i \int_t^t' \xi_{p,s}(t'') dt''}$. The coefficient $G^0_<(p, s)(t', t')$ is just the equilibrium Fermi function for the free electron with energy $\varepsilon_{p,s}$:

$$G^0_<(p, s)(t', t') = if_s(\varepsilon_{p,s}) = i/(e^{g_{p,s}} + 1).$$

Therefore, we get

$$G^0_<(p, s)(t, t') = if_s(\varepsilon_{p,s}) e^{-i \int_t^t' \xi_{p,s}(t'') dt''},$$

(D.1)

Similarly, it is easy to check that

$$G^0_>(p, s)(t, t') = -i(1 - f_s(\varepsilon_{p,s})) e^{-i \int_t^t' \xi_{p,s}(t'') dt''},$$

$$G^<_>(p, s)(t, t') = i(1 - f_s(\varepsilon_{p,s})) e^{i \int_t^t' \xi_{p,s}(t'') dt''},$$

$$G^>_<(p, s)(t, t') = -i f_s(\varepsilon_{p,s}) e^{i \int_t^t' \xi_{p,s}(t''') dt''''}. $$

(D.2)

We now calculate the retarded and advanced Green functions for the free electron [101]. By the relations, $G^R(t, t') = \theta(t - t')G^>(t, t') + \theta(t' - t)G^<(t, t') - G^<(t, t')$ and $G^A(t, t') = \theta(t - t')G^>(t, t') + \theta(t' - t)G^<(t, t') - G^>(t, t')$, and substituting the free lesser
and greater Green functions into these relations, we finally arrive at

\[ G_{p,s}^{0R}(t, t') = -i\theta(t - t') e^{-i \int_{t'}^t \xi_{p,s}(t'') dt''}, \]

\[ G_{p,s}^{0A}(t, t') = i\theta(t' - t) e^{i \int_{t}^{t'} \xi_{p,s}(t'') dt''}, \]

\[ \bar{G}_{p,s}^{0R}(t, t') = -i\theta(t - t') e^{i \int_{t'}^t \xi_{p,s}(t'') dt''}, \]

\[ \bar{G}_{p,s}^{0A}(t, t') = i\theta(t' - t) e^{-i \int_{t}^{t'} \xi_{p,s}(t'') dt''}. \] (D.3)
Appendix E

Fermion-boson correspondence in one dimension

In this appendix, we shall discuss the feasibility of standard Abelian bosonization formula as follows:

\[
\psi_L(x) = \frac{1}{\sqrt{2\pi\alpha}} e^{-i\sqrt{4\pi}\phi_L(x)}, \\
\psi_R(x) = \frac{1}{\sqrt{2\pi\alpha}} e^{i\sqrt{4\pi}\phi_R(x)},
\]  

(E.1)

where \(\psi_{L/R}(x)\) and \(\phi_{L/R}(x)\) are the massless Dirac field (fermionic) and massless Klein-Gordon field (bosonic) for the left/right mover respectively. \(\alpha\) is the short-range cutoff for the convergence of the continuum theory. To demonstrate the relation of these two kinds of massless fields Eq. (E.1), we calculate the equal time correlation function in the ground state and check that if the results are identical in these two field theories.

Firstly, the Hamiltonian of a massless Dirac field can be formulated as

\[
H_F = i\nu_F \int dx \left[ \psi_L^\dagger(x) \partial_x \psi_L(x) - \psi_R^\dagger(x) \partial_x \psi_R(x) \right],
\]  

(E.2)

where \(\nu_F\) is the Fermi velocity. The field operators are defined as follows \((\alpha \to 0)\):

\[
\psi_L(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dk e^{ikx} a_{k,L} e^{-\alpha k^2}, \\
\psi_R(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dk e^{ikx} a_{k,R} e^{-\alpha k^2},
\]  

(E.3)

where \(a_{k,L/R}\) is the annihilation operator for the left or right mover and satisfies the
fermionic commutation relation \( \{ a_{p,L/R}, a_{q,L/R}^\dagger \} = 2\pi \delta(p - q) \). Consider the equal time correlation function in the Fermi vacuum, for example,

\[
\langle \psi_R(x) \psi_R^\dagger(0) \rangle_0 = \frac{1}{2\pi} \int_{-\infty}^{\infty} dk_1 dk_2 e^{ik_1 x} \langle a_{k_1,\text{R}} a_{k_2,\text{R}}^\dagger \rangle_0 e^{-\alpha(k_1 + k_2)/2},
\]

(E.4)

Here \( \Theta(k) \) is the Heaviside step function.

Next we study the massless Klein-Gordon field, which is given by

\[
H_B = \frac{\nu_F}{2} \int dx \left[ \Pi^2 + (\partial_x \Phi)^2 \right].
\]

(E.5)

Here the commutation relation is \([\Phi(x), \Pi(y)] = i\delta(x - y)\). In the particle interpretation, the canonical coordinate and momentum are \((\alpha \to 0)\)

\[
\Phi(x) = \int \frac{dk}{2\pi} \sqrt{\frac{\nu_F}{2\omega_k}} \left[ b_k e^{ikx} + b_k^\dagger e^{-ikx} \right] e^{-\alpha|k|/2},
\]

\[
\Pi(x) = \int \frac{dk}{2\pi} \sqrt{\frac{\omega_k}{2\nu_F}} \left[ -ib_k e^{ikx} + ib_k^\dagger e^{-ikx} \right] e^{-\alpha|k|/2},
\]

(E.6)

where the dispersion is \( \omega_k = \nu_F |k| \) and the bosonic commutation relation is \([b_k, b_{k'}^\dagger] = 2\pi \delta(k - k')\). Here we define two new fields \( \phi_L(x) \) and \( \phi_R(x) \), which are the superposition of the fields \( \Phi(x) \) and \( \Pi(x) \), and can be expressed as

\[
\phi_L(x) = \frac{1}{2} \left[ \Phi(x) + \int_{-\infty}^{x} \Pi(x') dx' \right],
\]

\[
\phi_R(x) = \frac{1}{2} \left[ \Phi(x) - \int_{-\infty}^{x} \Pi(x') dx' \right].
\]

(E.7)

Substituting Eq. (E.6) into Eq. (E.7), we have

\[
\phi_L(x) = \int_{-\infty}^{0} \frac{dk}{2\pi \sqrt{2|k|}} [b_k e^{ikx} + b_k^\dagger e^{-ikx}] e^{-\alpha|k|/2},
\]

\[
\phi_R(x) = \int_{0}^{\infty} \frac{dk}{2\pi \sqrt{2|k|}} [b_k e^{ikx} + b_k^\dagger e^{-ikx}] e^{-\alpha|k|/2}.
\]

(E.8)
The fields $\phi_L(x)$ and $\phi_R(x)$ satisfy simple commutation rules. By means of the commutation relation for boson, one can easily obtain

$$
[\phi_R(x), \phi_R(y)] = \lim_{\mu \to 0} \int_{\mu}^{\infty} \frac{dk}{4\pi k} e^{-\alpha k}(e^{ik(x-y)} - e^{-ik(x-y)}),
$$

(E.9)

Similarly, we have $[\phi_L(x), \phi_L(y)] = -\frac{i}{4} \text{sign}(x-y)$ and $[\phi_L(x), \phi_R(y)] = 0$.

Before proceeding to the next calculation, we first give an operator identity as follows:

$$
e^A e^B =: e^{A+B} : \exp \left[ \left( A^2 + B^2 \right) \right]_0 ,
$$

(E.10)

where $::$ is the normal ordered operator which puts all creation operators to the left of all annihilation operators in a product, $A$ and $B$ are the linear superposition of creation and annihilation operators, and the average $\langle \rangle_0$ is with respect to the ground state. To show this identity, we first decompose the operators into two parts: $c = c^+ + c^-$, where $c^+$ and $c^-$ are the creation and annihilation parts of the operator $c$ and satisfy the commutation relation $[c^+, c^-] = \text{const.}$. Then using the Baker-Campbell-Hausdorff formula, $e^A = e^{A^+ + A^-} = e^{A^+} e^{A^-} e^{-\frac{1}{2}[A^+, A^-]}$, we have

$$
e^A e^B = e^{A^+} e^{A^-} e^{-\frac{1}{2}[A^+, A^-]} e^{B^+} e^{B^-} e^{-\frac{1}{2}[B^+, B^-]},
= e^{A^+} e^{A^-} e^{B^+} e^{B^-} e^{-\frac{1}{2}[A^+, A^-]} e^{-\frac{1}{2}[B^+, B^-]},
= e^{A^+} e^{B^+} e^{A^-} e^{B^-} e^{-\frac{1}{2}[A^+, A^-]} e^{-\frac{1}{2}[B^+, B^-]},
= e^{A^+} e^{B^+} e^{A^-} e^{B^-} e^{-\frac{1}{2}[A^+, A^-]} e^{-\frac{1}{2}[B^+, B^-]}.
$$

(E.11)

For the average with respect to the ground state manifold, we have

$$
\langle AB \rangle_0 = \langle (A^+ + A^-)(B^+ + B^-) \rangle_0 = \langle A^- B^+ \rangle_0 = \langle A^+ B^- \rangle_0 = [A^-, B^+].
$$

(E.12)

Substituting Eq. (E.12) into Eq. (E.11), finally we arrive at Eq. (E.10).

Now we calculate the equal time correlation function Eq. (E.4) by means of the
bosonization formula Eq. (E.1),

\[
\langle \psi_R(x) \psi_R^\dagger(0) \rangle_0 = \frac{1}{2\pi\alpha} \langle e^{i\sqrt{4\pi}\phi_R(x)} e^{-i\sqrt{4\pi}\phi_R(0)} \rangle_0,
\]

\[
= \frac{1}{2\pi\alpha} \langle e^{i\sqrt{4\pi}[\phi_R(x)-\phi_R(0)]} \rangle_0 \exp \left[ 4\pi \left( \phi_R(x) \phi_R(0) - \frac{\phi_R^2(x) + \phi_R^2(0)}{2} \right) \right],
\]

\[
= \frac{1}{2\pi\alpha} \exp \left[ 4\pi \lim_{\mu \to 0} \int_{\mu}^{\infty} \frac{dk}{4\pi k} \left( e^{ix(k-\alpha)} - e^{-\alpha k} \right) \right],
\]

\[
= \frac{1}{2\pi\alpha} \exp \left[ \ln \frac{\alpha}{\alpha - ix} \right],
\]

\[
= \frac{1}{2\pi\alpha - ix}.
\]

(E.13)

It is found that the result is the same as direct calculation by the fermionic field as shown in Eq. (E.4). Therefore, we have established the fermion-boson correspondence Eq. (E.1) in one dimension.
Appendix F

Normal-ordered density operator

When we use the bosonization method to study the many-body physics in one dimension, after linearizing the energy spectrum in the whole Brillouin zone and considering the low-energy effective theory, we encounter the infinite density problem in one dimension because we have introduced an infinite number of occupied states [52]. One needs to define the density operator carefully to avoid this infinity. Here all the infinities are handled by normal ordering. This procedure can equivalently be done by subtracting ground state expectation value after point-splitting. As an example, the normal-ordered density operator can be defined as

\[ \rho_R(x) =: \psi_R^\dagger(x)\psi_R(x) := \lim_{\delta \to 0} \left( \psi_R^\dagger(x + \delta)\psi_R(x) - \langle \psi_R^\dagger(x + \delta)\psi_R(x) \rangle_0 \right). \]

Using the bosonization formula Eq. (E.1) and the operator identity Eq. (E.10), the first term can be calculated as

\[ \lim_{\delta \to 0} \psi_R^\dagger(x + \delta)\psi_R(x) = \frac{1}{2\pi \alpha} \lim_{\delta \to 0} e^{-i\sqrt{4\pi} \phi_R(x + \delta)} e^{i\sqrt{4\pi} \phi_R(x)} = \frac{1}{2\pi \alpha} \lim_{\delta \to 0} : e^{-i\sqrt{4\pi} \delta \partial_x \phi_R(x)} : \frac{\alpha}{\alpha - i\delta}, \]

\[ \approx \lim_{\alpha \to 0} \frac{1}{2\pi \alpha} [1 - i\sqrt{4\pi} \delta \partial_x \phi_R(x)] \frac{\alpha}{\alpha - i\delta}, \]

\[ \approx \frac{i}{2\pi \delta} + \frac{1}{\sqrt{\pi}} \partial_x \phi_R(x). \]
Also by means of Eq. (E.10), the ground state expectation is infinite as expected and given by

\[
\langle \psi_R^\dagger (x + \delta) \psi_R(x) \rangle_0 = \frac{1}{2\pi \alpha} \langle e^{-i\sqrt{4\pi} \phi_R(x + \delta)} e^{i\sqrt{4\pi} \phi_R(x)} \rangle_0 = \frac{i}{2\pi \delta}. \tag{F.3}
\]

Therefore, we obtain the normal-ordered density operator as

\[
\rho_R(x) =: \psi_R^\dagger(x) \psi_R(x) := \frac{1}{\sqrt{\pi}} \partial_x \phi_R(x). \tag{F.4}
\]

We next study the normal-ordered kinetic energy as shown in Eq. (3.42). By expanding \( \psi_R^\dagger(x) \psi_R(x + \delta) \) to the second order, we have

\[
: \psi_R^\dagger(x) \psi_R(x + \delta) := \frac{1}{\sqrt{\pi}} \partial_x \phi_R(x) + i \delta : (\partial_x \phi_R(x))^2 :,
\]

\[
: \psi_R^\dagger(x) \psi_R(x - \delta) := \frac{1}{\sqrt{\pi}} \partial_x \phi_R(x) - i \delta : (\partial_x \phi_R(x))^2 :.
\tag{F.5}
\]

Then the kinetic energy for the right mover is given by

\[
: \psi_R^\dagger(x) \frac{d}{dx} \psi_R(x) :=: \psi_R^\dagger(x) \frac{\psi_R(x + \delta) - \psi_R(x - \delta)}{2\delta} := i : [\partial_x \phi_R(x)]^2 :.
\tag{F.6}
\]

Similarly, we have \( \psi_L^\dagger(x) \frac{d}{dx} \psi_L(x) := -i : [\partial_x \phi_L(x)]^2 : \). Substituting the normal-ordered kinetic energies of the left and right movers into Eq. (3.42), we bosonize the kinetic energy as shown in Eq. (3.57).
Appendix G

Replica method

To study the average value of an observable $O$ in a disordered system, we first calculate the expectation value of the observable $O$ in a specific configuration of a Gaussian disorder potential $U$, then average this expectation value $\langle O \rangle_U$ over all possible configurations of the disorder potential. By the path integral method, the expectation value for the potential $U$ can be written as

$$\langle O \rangle_U = \frac{\int \mathcal{D}\varphi O(\varphi) e^{-S_U(\varphi)}}{\int \mathcal{D}\varphi e^{-S_U(\varphi)}}.$$  \hfill (G.1)

Here $S_U(\varphi)$ is the action of the system for a given configuration of the disorder potential $U$,

$$S_U(\varphi) = S_0(\varphi) + \int dx d\tau U(x) F(\varphi(x, \tau)),$$  \hfill (G.2)

where $\tau = it$ is the imaginary time. We have to average over all the possible configurations of $U$ to get the average value of the observables $O$ in the disordered system. This can be accomplished by the following functional integral:

$$\langle O \rangle = \frac{\int \mathcal{D}U p(U) \langle O \rangle_U}{\int \mathcal{D}U p(U)},$$  \hfill (G.3)

where $p(U)$ is the Gaussian distribution of the random potential $p(U) = \exp \left[ -\frac{1}{2D} \int dx U^2 \right]$ and $\langle U(x)U(x') \rangle = D\delta(x-x')$.

The denominator in $\langle O \rangle_U$ is an obstacle for calculation. We omit it first, then the
The expectation value of \( O \) is
\[
\langle O \rangle = \frac{\int \mathcal{D}U p(U) \int \mathcal{D}\varphi O(\varphi)e^{-S_{U}(\varphi)}}{\int \mathcal{D}U p(U)},
\]
\[
= \int \mathcal{D}\varphi O(\varphi) e^{-S_{U}(\varphi)}
\]
where the effective action is
\[
S_{\text{eff}}(\varphi) = S_{0}(\varphi) - \frac{D}{2} \int dx \tau d\tau' F(\varphi(x, \tau)) F(\varphi(x, \tau')).
\]

The presence of the denominator in \( \langle O \rangle_U \) prevents us from doing the average as above. However, we can use the replica method to transform the denominator into numerator by the following trick:
\[
\frac{1}{\int \mathcal{D}\varphi e^{-S_{U}(\varphi)}} = \lim_{m \to 0} \left[ \int \mathcal{D}\varphi e^{-S_{U}(\varphi)} \right]^{m-1}.
\]
The tradeoff is that we introduce another \( m - 1 \) copies of \( \varphi \) fields and need to do a \( m \)-dimensional Gaussian functional integral. The average is now given by
\[
\langle O \rangle = \frac{\int \mathcal{D}U p(U) \prod_{i=1}^{m} \mathcal{D}\varphi_{m} O(\varphi_{1})e^{-\sum_{a=1}^{m} S_{U}(\varphi_{a})}}{\int \mathcal{D}U p(U)}.
\]

After integrating the \( m \)-dimensional Gaussian functional integral, we finally achieve
\[
\langle O \rangle = \int \prod_{i=1}^{m} \mathcal{D}\varphi_{m} O(\varphi_{1}) e^{-S_{\text{eff}}},
\]
where
\[
S_{\text{eff}} = \sum_{a=1}^{m} S_{0}(\varphi_{a}) - \frac{D}{2} \sum_{a,b=1}^{m} \int dx d\tau d\tau' F(\varphi_{a}(x, \tau)) F(\varphi_{b}(x, \tau')).
\]
At the end of the integration, we take \( m \) to 0 to get the expectation value of the observable \( O \) in the disordered system. Therefore, we can evaluate any observable in the disordered system by Eq. (G.8).
Appendix H

Renormalization analysis of correlation function

Here we first give some details of the calculation of correlation \( R(r_1 - r_2) = \langle e^{ia\sqrt{2}\varphi(r_1)} e^{-ia\sqrt{2}\varphi(r_2)} \rangle_{H_{\text{dil}}}, \) and then do a RG analysis for this correlation function. Substituting this correlation into the replica method Eq. (3.68), and expanding \( D \) to the first order and \( \Delta \) to the second order, up to the first leading terms in \( D \) and \( \Delta \), we have

\[
R(r_1 - r_2) = R_0 + R_\Delta + R_D,
\]

where

\[
R_0 = \langle e^{ia\sqrt{2}\varphi(r_1)} e^{-ia\sqrt{2}\varphi(r_2)} \rangle_0,
\]

\[
R_\Delta = \frac{\Lambda^2 \sin^2 \gamma_{kF}}{8(\pi \alpha u)^2} \sum_{\epsilon = \pm 1} d^2r' d^2r'' [\langle e^{ia\sqrt{2}\varphi(r_1)} e^{-ia\sqrt{2}\varphi(r_2)} e^{i2\epsilon \theta(r')} e^{-i2\epsilon \theta(r'')} \rangle_0 - \langle e^{ia\sqrt{2}\varphi(r_1)} e^{-ia\sqrt{2}\varphi(r_2)} \rangle_0 \langle e^{i2\epsilon \theta(r')} e^{-i2\epsilon \theta(r'')} \rangle_0],
\]

\[
R_D = \frac{D \cos^2 \gamma_{kF}}{8(\pi \alpha u)^2} \sum_{\epsilon = \pm 1} d^2r' d^2r'' \delta(x' - x'')[\langle e^{ia\sqrt{2}\varphi(r_1)} e^{-ia\sqrt{2}\varphi(r_2)} e^{i2\epsilon \varphi(r')} e^{-i2\epsilon \varphi(r'')} \rangle_0 - \langle e^{ia\sqrt{2}\varphi(r_1)} e^{-ia\sqrt{2}\varphi(r_2)} \rangle_0 \langle e^{i2\epsilon \varphi(r')} e^{-i2\epsilon \varphi(r'')} \rangle_0].
\]

The average \( \langle \rangle_0 \) is performed for the Luttinger Hamiltonian \( H_{\text{Lutt}} \) in Eq. (3.62). These correlation functions can be calculated by the following formula [52]:

\[
\langle \prod_j e^{iA_j \phi(r_j)} \prod_j e^{iB_j \theta(s_j)} \rangle_0 = e^{\frac{1}{2} \sum_{i<j} A_i A_j K F_1(r_i - r_j)} e^{\frac{1}{2} \sum_{i<j} B_i B_j K^{-1} F_1(s_i - s_j)} e^{-\frac{1}{2} \sum_{i,j} A_i B_j F_2(r_i - s_j)},
\]

\[(H.2)\]

where \( r = (x, u\tau) \) and \( s = (x', u\tau') \). Notice that the correlations are nonzero only when the coefficients \( A_i \) and \( B_i \) satisfy the neutral conditions: \( \sum_i A_i = 0 \) and \( \sum_i B_i = 0 \).
otherwise the correlations are vanishing. The functions

\[ F_1(r) = \frac{1}{2} \ln \frac{x^2 + (u|\tau| + \alpha)^2}{\alpha^2}, \]

\[ F_2(r) = -i\text{Arg}(y_\alpha + ix), \]

are the real and imaginary parts of the analytic function \( \ln(y_\alpha - ix) \), where \( y_\alpha = u\tau + \alpha \text{sign}(\tau) \).

For the \( R_\Delta \) term, using Eq. (H.2), and replacing the integration variables by \( r' = R + \frac{\tau}{2} \) and \( r'' = R - \frac{\tau}{2} \), we have

\[ R_\Delta = \frac{\Delta^2 \sin^2 \gamma_k \pi}{4(\alpha u)^2} \int d^2 Rd^2 re^{-a^2KF_1(r_1-r_2)}e^{-2K^{-1}F_1(r)}[a^2(r \cdot \nabla R[F_2(r_1 - R) - F_2(r_2 - R)])^2]. \]

(H.4)

Since \( F_1(r) \) and \( F_2(r) \) are the real and imaginary parts of the analytic function \( \ln(y_\alpha - ix) \), they obey the standard Cauchy relations: \( \nabla X F_1 = i\nabla Y F_2, \nabla Y F_1 = -i\nabla X F_2 \), where \( R = (X,Y) \). Thus \( R_\Delta \) can be further reduced to

\[ R_\Delta = \frac{\Delta^2 \sin^2 \gamma_k \pi}{4(\alpha u)^2} \int d^2 Rd^2 re^{-a^2KF_1(r_1-r_2)}e^{-2K^{-1}F_1(r)} \frac{a^2r^2}{2} \times [(F_1(r_1 - R) - F_1(r_2 - R))(\nabla^2 X + \nabla^2 Y)(F_1(r_1 - R) - F_1(r_2 - R))]. \]

Note that \( F_1(r) \) is essentially \( \ln(r/\alpha) \) because the short-range cutoff \( \alpha \ll r \). Therefore, one can apply the identity \((\nabla^2 X + \nabla^2 Y)\log(R) = 2\pi \delta(R)\) to Eq. (H.5), and finally find that

\[ R_\Delta = -\frac{\Delta^2 \alpha^2 a^2 \sin^2 \gamma_k \pi}{u^2} e^{-a^2KF_1(r_1-r_2)} F_1(r_1 - r_2) \int_\alpha^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{-2K^{-1}}. \]

(H.6)

By the similar technique, we can obtain the \( R_D \) term as follows,

\[ R_D = \frac{D a^2 K^2 \cos^2 \gamma_k \pi}{4(\alpha u)^2} e^{-a^2KF_1(r_1-r_2)}[J_+(r_1 - r_2) + J_- I_-(r_1 - r_2)], \]

(H.7)

where

\[ J_\pm = \int d^2r \delta(x) e^{-2K F_1(r)}(x^2 \pm y^2), \]

\[ I_\pm(r_1 - r_2) = \int d^2RF_1(r_1 - R)(\nabla^2 X \pm \nabla^2 Y) F_1(R - r_2). \]

(H.8)
Substituting $F_1(r) = \ln (r/\alpha)$ into Eq. (H.8), we have

$$J_+ = 2\alpha^3 \int_\alpha^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{2-2K},$$
$$J_- = -2\alpha^3 \int_\alpha^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{2-2K},$$ (H.9)

$$I_+(r_1 - r_2) = 2\pi F_1(r_1 - r_2),$$
$$I_-(r_1 - r_2) = \pi \cos 2\theta_{r_1-r_2}.$$ (H.10)

Finally, we obtain that the $R_D$ term is

$$R_D = \frac{D\alpha^2 K^2 \cos^2 \gamma_k \epsilon}{2\pi u^2} e^{-a^2 K F_1(r_1-r_2)} \int_\alpha^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{2-2K},$$ (H.10)

where $\theta_r$ is the angle between the vector $r = (x, u\tau)$ and the $x$-axis. Notice that the $\delta(x)$ term in Eq. (H.8) makes $x$ and $u\tau$ inequivalent in $R_D$ term. Thus the space and time are asymmetric and have to be renormalized separately. We set

$$F_t(r_1 - r_2) = F_1(r_1 - r_2) + \frac{t}{K} \cos 2\theta_{r_1-r_2},$$ (H.11)

where $t$ parameterizes the anisotropy between the space and time directions, and $t = 0$ in the original Hamiltonian but will be generalized during the renormalization due to the $\delta(x)$ term.

Therefore, keeping the zeroth order term of $t$ during the renormalization, the correlation for the whole Hamiltonian should be

$$R(r_1 - r_2) = e^{-a^2 K F_1(r_1-r_2)} \left\{ 1 - a^2 F_1(r_1 - r_2) \left[ y_\Delta^2 \int_\alpha^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{3-2K-1} - y_D K^2 \int_\alpha^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{2-2K} \right] 
- a^2 \frac{y_D K^2}{2} \cos 2\theta_{r_1-r_2} \int_\alpha^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{2-2K} \right\},$$ (H.12)

where $y_\Delta = \frac{\alpha \Delta \sin \gamma_k \epsilon}{u}$ and $y_D = \frac{\alpha D \cos^2 \gamma_k \epsilon}{u^2}$. It is worth noting that $R(r_1 - r_2)$ is structurally identical to the correlation function of Luttinger Hamiltonian Eq. (3.62), $R_0(r_1 - r_2) = e^{-a^2 K F_1(r_1-r_2)}|_{t=0}$. Quantitatively, this structural similarity can be achieved by re-exponentiating Eq. (H.12), and comparing with $R_0(r_1 - r_2)$. We find that an effective Luttinger Hamiltonian with renormalized $K_{\text{eff}}$ and $t_{\text{eff}}$ shown below will gen-
erate the same correlation of the original Luttinger Hamiltonian (without disorder and superconductivity),

\[
K_{\text{eff}} = K + y_\Delta^2 \int_0^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{3-2K^{-1}} - y_D K^2 \int_0^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{2-2K},
\]
\[
t_{\text{eff}} = t + \frac{y_D K^2}{2} \int_0^\infty \frac{dr}{\alpha} \left( \frac{r}{\alpha} \right)^{2-2K}.
\]

(H.13)

Note that generally the Luttinger parameters \(K_{\text{eff}}\) and \(t_{\text{eff}}\) are divergent in one dimension. However, since the Luttinger parameters determine the correlations and thus physical properties of the system, they should be independent of the short-range cutoff \(\alpha\). It is necessary to keep the divergent Luttinger parameters as constants to preserve the physical properties of the system. Therefore, we can use the following renormalization procedure to extract useful information from these infinities. For \(K_{\text{eff}}\), by writing the integral \(\int_\alpha^\infty = \int_\alpha^{\alpha e^l} + \int_0^\infty\), integrating the first part, and rescaling the second part \(\alpha e^l \rightarrow \alpha\), we observe that when

\[
K(l) = K(0) + y_\Delta(0) e^{[4-2K^{-1}(0)]l} - \frac{1}{4 - 2K^{-1}(0)} \frac{y_D(0) K^2(0) e^{[3-2K(0)]l}}{3 - 2K(0)} - 1,
\]
\[
y_\Delta^2(l) = y_\Delta(0) e^{[4-2K^{-1}(0)]l},
\]
\[
y_D(l) K^2(l) = y_D(0) K^2(0) e^{[3-2K(0)]l},
\]

(H.14)

\(K_{\text{eff}}\) is unchanged. Sending \(l\) to zero, we have

\[
\frac{dK}{dl} = y_\Delta^2 - y_D K^2,
\]
\[
\frac{dy_\Delta}{dl} = (2 - K^{-1}) y_\Delta,
\]
\[
\frac{dy_D}{dl} = 2 K y_D^2 - (2K - 3 + 2K^{-1} y_\Delta^2) y_D.
\]

(H.15)

Similarly, for the \(t_{\text{eff}}\), we have

\[
\frac{dt}{dl} = \frac{y_D K^2}{2}.
\]

(H.16)

For the form of \(F_t(r)\), a renormalization of \(t\) is equivalent to a renormalization of the velocity \(u\) by

\[
-\frac{2}{K} \frac{dt}{dl} = \frac{1}{u} \frac{du}{dl}.
\]

(H.17)
Therefore, we have

\[
\frac{du}{dt} = -y_D Ku. \tag{H.18}
\]

Given a set of initial parameters, the Hamiltonian with parameters generated by the above renormalization flow equations is in the same phase. Thus we can use these renormalization flows to depict the phase diagram of the system.
Appendix I

Quantum trajectory method

We consider the Lindblad master equation of the mean field Hamiltonian Eq. (4.15) for studying the dissipative effects,
\[
\frac{d\rho}{dt} = i[\rho, H_{MF}] + \mathcal{L}(\rho),
\]
(I.1)
where \( \rho \) is the density matrix of the hybrid circuit-QED system and the Linderblad term is
\[
\mathcal{L}(\rho) = \frac{\Gamma}{2} \sum_i (2\sigma_i^- \rho \sigma_i^+ - \sigma_i^+ \sigma_i^- \rho - \rho \sigma_i^+ \sigma_i^-) + \frac{\kappa}{2} \sum_i (2a_i^\dagger \rho a_i^\dagger - a_i^\dagger a_i \rho - \rho a_i^\dagger a_i). \tag{I.2}
\]
Here \( \kappa \) is the decay rate of the TLR, and \( \Gamma \) is the decay rate from the effective excited state \( |e\rangle \) of the PCQ. The quantum trajectory method is essentially a Monte-Carlo simulation \[107; 108\]. Considering at time \( t \) the system is in a state with normalized wave function \( |\phi(t)\rangle \), then at time \( t + \delta t \), the wavefunction \( |\phi(t + \delta t)\rangle \) is renewed by the following two steps:

1. a quantum jump to a new state \( C_l |\phi(t)\rangle \) with probability \( \delta p_l = \delta t \langle \phi(t) | C_l^\dagger C_l |\phi(t)\rangle \), where \( C_l = \sqrt{\Gamma} \sigma_i^- \) or \( \sqrt{\kappa} a_i \);

2. time-evolve the wavefunction \( |\phi(t)\rangle \) as \( e^{-iH_{eff}\delta t} |\phi(t)\rangle \) with probability \( 1 - \delta p \), where \( \delta p = \sum_l \delta p_l \) and the effective non-Hermitian Hamiltonian is
\[
H_{eff} = H_{MF} - \frac{i\Gamma}{2} \sum_i \sigma_i^+ \sigma_i^- - \frac{i\kappa}{2} \sum_i a_i^\dagger a_i. \tag{I.3}
\]
Note that the wave function at time $t + \delta t$ obtained by the step 1 and 2 should be normalized by $\sqrt{\delta p_l / \delta t}$ and $\sqrt{1 - \delta p}$ respectively. With this evolution, when the system is initially in the state $\rho(t) = |\phi(t)\rangle \langle \phi(t)|$, after one Monte-Carlo step, the density matrix becomes

$$\rho(t + \delta t) = (1 - \delta p) \frac{e^{-iH_{\text{eff}}\delta t} |\phi(t)\rangle \langle \phi(t)| e^{iH_{\text{eff}}\delta t}}{\sqrt{1 - \delta p}}$$

$$+ \sum_m \delta p_m \frac{\sqrt{\Gamma} \sigma_m^+ |\phi(t)\rangle \langle \phi(t)| \sqrt{\Gamma} \sigma_m^-}{\sqrt{\delta p_m / \delta t}} + \sum_n \delta p_n \frac{\sqrt{\kappa a_n^+ |\phi(t)\rangle \langle \phi(t)| \sqrt{\kappa a_n^-}}}{\sqrt{\delta p_n / \delta t}}.$$  \hfill (I.4)

By Taylor expansion of the evolution operator $e^{-iH_{\text{eff}}\delta t} \approx 1 - iH_{\text{eff}}\delta t$ and keeping the $\delta t$ terms in Eq. (I.4) to the first order, we have

$$\rho(t + \delta t) = \rho(t) + i\delta t [\rho(t), H^{MF}]$$

$$+ \frac{\Gamma \delta t}{2} \sum_m (2\sigma_m^+ \rho(t) \sigma_m^+ - \sigma_m^+ \sigma_m^+ \rho(t) - \rho(t) \sigma_m^+ \sigma_m^-)$$

$$+ \frac{\kappa \delta t}{2} \sum_n (2a_n^+ \rho(t) a_n^+ - a_n^+ a_n \rho(t) - \rho(t) a_n^+ a_n),$$  \hfill (I.5)

Putting $\delta t$ to zero, the master equation (I.1) of the system is recovered. Therefore, we can use Monte-Carlo method described above to solve the master equation (I.1).

If the dissipations $\Gamma$ and $\kappa$ are small enough, which is the case we considered in the Mott-superfluid transition in Sec. 4.4, we can neglect the quantum jump step 1 and only study the system governed by the effective non-Hermitian Hamiltonian $H_{\text{eff}}$ as shown in step 2. This is equivalent to replace $\omega_r \rightarrow \omega_r - i\kappa / 2$ and $\omega_0 \rightarrow \omega_0 - i\Gamma / 2$ in the mean-field Hamiltonian Eq. (4.15).
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